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Abstract

We explain that the Pontryagin product structure on the equivari-
ant K-group of an affine Grassmannian considered in [Lam-Schilling-
Shimozono, Compos. Math. 146 (2010)] coincides with the tensor struc-
ture on the equivariant K-group of a semi-infinite flag manifold consid-
ered in [K-Naito-Sagaki, Duke Math. 169 (2020)]. Then, we construct an
explicit isomorphism between the equivariant K-group of a semi-infinite
flag manifold and a suitably localized equivariant quantum K-group of
the corresponding flag manifold. These exhibit a new framework to un-
derstand the ring structure of equivariant quantum K-groups and the
Peterson isomorphism.

Introduction

Let G be a simply connected simple algebraic group over C with a maximal
torus H. Let Gr denote its affine Grassmannian and let B be its flag variety.

Following the seminal work of Peterson [57] (on the quantum cohomol-
ogy, see also Lam-Shimozono [48]), there were many efforts to understand
the (small) quantum K-group qK(B) of B in terms of the K-group K(Gr)
of affine Grassmannians (see [47, 46] and the references therein). One of its
forms, borrowed from Lam-Li-Mihalcea-Shimozono [46], is a (conjectural) ring
isomorphism:

KH(Gr)loc ∼= qKH(B)loc, (0.1)

where subscript H indicate the H-equivariant version and the subscript loc
denotes certain localizations. Here the multiplication in KH(Gr)loc is the Pon-
tryagin product, that differs from the usual action of the K-group of the thick
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affine Grassmannian (that one may internalize using the perfect pairing [45] or
the identification with the topological K-group [43]), while the multiplication
of qKH(B)loc is standard in quantum K-theory [21, 49].

On the other hand, we have another version Qrat
G of affine flag variety of G,

called the semi-infinite flag variety ([16, 18, 15]). Almost from the beginning
[20], it was expected that Qrat

G have some relation with the quantum cohomol-
ogy of B. In fact, we can calculate the equivariant K-theoretic J-function of B
using Qrat

G ([22, 8]), and the reconstruction theorem [50, 29] tells us that this
essentially recovers the ring structure of the (big) quantum K-group of B.

In [37], we have defined and calculated the equivariant K-group of Qrat
G ,

that is also expected to have some relation to qKH(B), and hence also to
KH(Gr). The goal of this paper is to tell the exact relations as follows:

Theorem A (
.
= Theorem 2.12). Each of KH(Gr)loc and KH(Qrat

G ) admits an
action of a variant H of the double affine Hecke algebra and the coroot lattice
Q∨ of G. It gives rise to a dense embedding

Φ : KH(Gr)loc ↩→ KH(Qrat
G )

of (H, Q∨)-bimodules that sends the Pontryagin product on the LHS to the
tensor product on the RHS.

Here we note that the topology of KH(Qrat
G ) arises from the Schubert strat-

ification of Qrat
G , and its role in Theorem A is minor. By transplanting the path

model of KH(Qrat
G ), Theorem A yields multiplication formulae of the classes

in KH(Gr)loc ([37, 56]).
Our strategy to prove Theorem A is as follows: the H ⊗ CQ∨-module

KH(GrG)loc is cyclic. Hence, its H⊗CQ∨-endomorphism is determined by the
image of a cyclic vector. Moreover, the tensor product action of an equivariant
line bundle on KH(Qrat

G ) yields a H ⊗ CQ∨-endomorphism. These make it
possible to identify important parts of the Pontryagin action on the LHS that
gives a H ⊗ CQ∨-endomorphism with the tensor product action on the RHS.

The other part of the exact relation we exhibit is:

Theorem B (
.
= Corollary 3.13 and Theorem 4.17). We have a KH(pt)-module

isomorphism

Ψ : qKH(B)loc
∼=−→ KH(Qrat

G )

that sends the quantum product of a primitive anti-nef line bundle to the tensor
product of the corresponding line bundle.
Moreover, Ψ sends a Schubert class of the LHS to a Schubert class in the RHS,
and intertwines the Novikov variable twist in the LHS to the right translation of
the Schubert classes in the RHS. In particular, the topology of qKH(B)loc with
respect to the Novikov variables is compatible with the topology of KH(Qrat

G )
through Ψ.
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Here we remark that a priori KH(Qrat
G ) is not a ring (see Remark 1.28).

Unlike Theorem A, Theorem B is best understood by its completed topo-
logical form as the inverse quantum multiplication of an anti-nef line bundle
corresponds to the tensor product of a nef line bundle through Ψ. The latter
tensor product action on KH(Qrat

G ) is quite natural, and its structure constants
with respect to the Schubert classes are positive ([37, Theorem 5.11]). How-
ever, it lives genuinely in the completions in general (as the sum is infinite; see
§2.4).

Such tensor products (with infinitely many nonzero structure constants)
play a central role in our proof of Theorem B. To analyze them, we need to
include an extra q-variable that is responsible for the Gm-action on a curve
P1 in both sides. In particular, our proof of Theorem B is in fact the q = 1
specialization of an isomorphism

Ψq : C[q±1]⊗ qKH(B)loc ∼= KGm×H(Qrat
G ),

that intertwines shift operators (of line bundles on B) and line bundle twists
(on Qrat

G ). Combining Theorems A and B, we conclude:

Corollary C (
.
= Corollary 4.21). We have a commutative diagram, whose

bottom arrow is a natural embedding of rings:

KH(Qrat
G )

KH(Gr)loc
󰈓 󰉳 (0.1)

󰈣󰈣
󰈞
󰇾

Φ
󰈫󰈫󰂵󰂵󰂵󰂵󰂵󰂵󰂵󰂵󰂵󰂵󰂵

qKH(B)loc

Ψ
∼=

󰉛󰉛◆◆◆◆◆◆◆◆◆◆◆

.

Here the uncompleted version of qKH(B)loc is isomorphic to KH(Gr)loc, the
map Φ is an injective KH(pt) ⊗ CQ∨-module homomorphism, and KH(Qrat

G )
acquires the structure of a ring from KH(Gr) or qKH(B).

The explicit nature of Corollary C verifies conjectures in [46] (Corollary
4.20). In the same vein, we find that the structure constants of quantum mul-
tiplications, as well as the shift operator actions, on qKH(B) are finite (Corol-
lary 4.22 and Corollary 4.19; see also Anderson-Chen-Tseng [2]). Therefore,
this paper also provides an indispensable step in the proof [2] of the finiteness
of the multiplication of quantum K-groups of partial flag manifolds, that stood
as a fundamental problem in the quantum K-theoretic Schubert calculus from
the beginning.

Theorem A, and hence Corollary C, also have Gm-equivariant versions by
supplementing cosmetic arguments to the results presented in this paper that
we exhibit in [33] together with its representation-theoretic consequences.

The idea of the construction of Ψ in Theorem B is to compare the structure
of the both sides via the asymptotic behavior of the cohomology of quasi-map
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spaces with respect to the degree of curves. Adapting the technicality on the
topology and the q-variables discussed above, it is rather natural to consider
such a thing if we know the “cohomological invariance” between two models
of semi-infinite flag manifolds proved in [9, 37], the reconstruction theorem in
the form of [29], and the J-function calculations in [22, 8]. In order to show
that Ψ respects products (Theorem 4.17), we need to analyze the geometry of
graph spaces and quasi-map spaces. Such an analysis is based on the identi-
fication of natural subvarieties of quasi-map spaces with the scheme-theoretic
intersection of orbit closures in Qrat

G with respect to two mutually opposite
(Iwahori) subgroups I and I− of G((z)), that we call Richardson varieties of
Qrat

G ([34]). With this in hands, the core of the proof of our assertion reduces
to a generalization of the following fact from the case of B to the case of Qrat

G :
the singularity types of Richardson varieties come from the singularity types
between two strata in the Bruhat stratification. However, there are some pit-
falls to carry this out (see Remark 1.12 and §3.2 for related accounts), and
our proof employs the factorizaton property to identify the transversal slices
arising from Richardson varieties of Qrat

G and the Bruhat stratification of Qrat
G .

The outcome of our analysis includes:

Theorem D (
.
= Theorem 4.13). Richardson varieties of Qrat

G have rational
singularities and are Cohen-Macaulay1.

Note that Qrat
G is the universal indscheme associated to the formal loop

space of B ([34] see also [8, 37]). Hence, it is tempting to spell out the following,
that unifies the proposals by Givental [20, §4] (cf. Iritani [28]), Peterson [57]
(cf. [46]), and Arkhipov-Kapranov [3, §6.2]:

Open Question E. Let X be a smooth projective Fano variety with an action
of an algebraic group H. Let LX be the formal loop space of X (see [3]). Then,
we have an inclusion that intertwines the quantum product and tensor product
of primitive anti-nef line bundles:

ΨX : qKH(X) ↩→ KH(LX),

where we define KH(LX) as the q = 1 specialization of a subspace of KGm×H(LX)
(cf. §1.5 and [37]).

The organization of this paper is as follows: In section one, we recall some
basic results from previous works (needed to formulate Theorems A and B),
and prove some complementary results including the definition of KH(Qrat

G ).
In section two, we formulate and prove the precise version of Theorem A and

1Previous versions of this paper contained proofs of Theorem 4.13 with gaps. To clarify
the whole point, the author decided to separate out the proof of the normality and other
related technical results into [34] (see Theorem 4.4).
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exhibit its SL(2)-example. In section three, we make recollections on quasi-
map spaces and J-functions, and construct the map Ψ following ideas of [22,
8, 9, 29] using results from [37]. At the same time, we prove Theorem B
modulo the behavior of Schubert basis (Corollary 3.13). In section four, we
first prove that Richardson varieties of Qrat

G have only rational singularities
(Theorem 4.13), using a detailed analysis of the transversal slices. Then, we
prove Theorem 4.17 about the behavior of bases under Ψ. In conjunction with
Corollary 3.13, this completes the proof of Theorem B in its precise from. After
that, we exhibit the consequences of our results in §4.5, including the proof
of the Lam-Li-Mihalcea-Shimozono conjecture, the finiteness of the quantum
multiplications for B, and the finiteness of the shift operators.

The results of this paper is supported by our previous works on semi-
infinite flag manifolds and representation theory of current algebras, including
[36, 31, 37, 34]. An overview of the whole project, as well as brief accounts on
this paper and [32, 33], can be found in the survey [35].

Finally, a word of caution is in order. The equivariant K-groups dealt in
this paper are not identical to these dealt in [47] and [37] in the sense that both
groups are just dense subset (or intersects with a dense subset) in the original
K-groups (the both groups are suitably topologized). The author does not try
to complete this point as he believes it not essential.

1 Preliminaries

A vector space is always a C-vector space, and a graded vector space refers
to a Z-graded vector space whose graded pieces are finite-dimensional and
its grading is bounded from the above or bounded from the below. Tensor
products are taken over C unless stated otherwise. We define the graded
dimension of a graded vector space as the formal sum

gdimM :=
󰁛

i∈Z
qi dimCMi.

For a (possibly operator-valued) rational function f(q) on q, we set f(q) :=
f(q−1). In this paper, a variety is a separated integral scheme of finite type
over C. Let C[[z]] be the formal power series ring with its variable z, and let
C((z)) be the fraction field of C[[z]], the field of formal Laurent series.

1.1 Groups, root systems, and Weyl groups

Basically, material presented in this subsection can be found in [14, 44].
Let G be a connected, simply connected simple algebraic group of rank r

over C, and let B and H be a Borel subgroup and a maximal torus of G such
that H ⊂ B. We set N (= [B,B]) to be the unipotent radical of B and let N−
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be the opposite unipotent subgroup of N with respect to H. We set B− :=
HN−. We denote the Lie algebra of an algebraic group by the corresponding
German small letter. We have a (finite) Weyl group W := NG(H)/H. For an
algebraic group E, we denote its set of C[z]-valued points by E[z], its set of
C[[z]]-valued points by E[[z]], and its set of C((z))-valued points by E((z)). Let
I ⊂ G[[z]] be the preimage of B ⊂ G via the evaluation of G[[z]] at z = 0 (the
Iwahori subgroup of G[[z]]). We also define a subgroup I− ⊂ G[z−1] as the
preimage of B− via the evaluation of G[z−1] at z = ∞. Here we warn that
while E[[z]] can be understood as a(n infinite type) group scheme, the group
E[z] is a group ind-scheme in general (we refer [44, Chap. IV] for basics on
ind-schemes).

Let P := Homgr(H,Gm) be the weight lattice of H, let ∆ ⊂ P be the
set of roots, let ∆+ ⊂ ∆ be the set of roots that yield root subspaces in
b, and let Π ⊂ ∆+ be the set of simple roots. We set ∆− := −∆+ and
Q+ :=

󰁓
α∈Π Z≥0α ⊂ P . Let Q∨ be the dual lattice of P with a natural

pairing 〈•, •〉 : Q∨ × P → Z. We define Π∨ ⊂ Q∨ to be the set of positive
simple coroots, and let Q∨

+ ⊂ Q∨ be the set of non-negative integer span
of Π∨. For β, γ ∈ Q∨, we define β ≥ γ if and only if β − γ ∈ Q∨

+. For
λ, µ ∈ P , we define λ ≥ µ if and only if λ − µ ∈ Q+. We set P+ := {λ ∈ P |
〈α∨,λ〉 ≥ 0, ∀α∨ ∈ Π∨} and P++ := {λ ∈ P | 〈α∨,λ〉 > 0, ∀α∨ ∈ Π∨}. Let
I := {1, 2, . . . , r}. We fix bijections I ∼= Π ∼= Π∨ such that i ∈ I corresponds
to αi ∈ Π, its coroot α∨

i ∈ Π∨, and a simple reflection si ∈ W corresponding
to αi. We also have a reflection sα ∈ W corresponding to α ∈ ∆+. Let
{ϖi}i∈I ⊂ P+ be the set of fundamental weights (i.e. 〈α∨

i ,ϖj〉 = δi,j) and we
set ρ :=

󰁓
i∈Iϖi =

1
2

󰁓
α∈∆+ α ∈ P+.

Let ∆af := ∆ × Zδ ∪ {mδ}m ∕=0 be the untwisted affine root system of ∆
with its positive part ∆+ ⊂ ∆af,+. We set α0 := −ϑ+ δ, Πaf := Π∪ {α0}, and
Iaf := I∪ {0}, where ϑ is the highest root of ∆+. We set Waf := W ⋉Q∨ and
call it the affine Weyl group. It is a reflection group generated by {si | i ∈ Iaf},
where s0 is the reflection with respect to α0. Let ℓ : Waf → Z≥0 be the length
function and let w0 ∈ W be the longest element in W ⊂ Waf . Together with
the normalization t−ϑ∨ := sϑs0 (for the coroot ϑ∨ of ϑ), we introduce the
translation element tβ ∈ Waf for each β ∈ Q∨.

For each i ∈ Iaf , we have a subgroup SL(2, i) ⊂ G((z)) that is isomorphic
to SL(2,C) corresponding to αi ∈ Iaf . We set Bi := SL(2, i) ∩ I, that is a
Borel subgroup of SL(2, i). For each i ∈ I, we denote the minimal parabolic
subgroup SL(2, i)B of G corresponding to i ∈ I by Pi. For each w ∈ W or
w ∈ Waf , we find a representative ẇ in NG(H) or NG((z))(H((z))), respectively.

Let W−
af denote the set of minimal length representatives of Waf/W in Waf .

We set
Q∨

< := {β ∈ Q∨ | 〈β,αi〉 < 0, ∀i ∈ I}.

Let ≤ be the Bruhat order ofWaf . In other words, w ≤ v holds if and only if
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a subexpression of a reduced decomposition of v yields a reduced decomposition
of w (see [5, Theorem 2.2.2]). We define the generic (semi-infinite) Bruhat order
≤∞

2
as:

w ≤∞
2
v ⇔ wtβ ≤ vtβ for every β ∈ Q∨ such that 〈β,αi〉 ≪ 0 for i ∈ I.

(1.1)
By [51, §1.5] (see also [37, §2.2]), this defines a preorder on Waf . Here we
remark that w ≤ v if and only if w ≥∞

2
v for w, v ∈ W .

For each λ ∈ P+, we denote a finite-dimensional simple G-module with a B-
eigenvector with its H-weight λ by L(λ). We understand that L(λ) = {0} for
λ ∕∈ P+. Let R(G) be the (complexified) representation ring of G. We have an
identification R(G) = (CP )W ⊂ CP by taking characters. For a semi-simple
H-module V , we set

chV :=
󰁛

λ∈P
eλ · dimCHomH(Cλ, V ).

If V is a graded H-module in addition, then we set

gchV :=
󰁛

λ∈P,n∈Z
qneλ · dimCHomH(Cλ, Vn).

Let B := G/B and call it the flag manifold of G. It is equipped with the
Bruhat decomposition

B =
󰁊

w∈W
OB(w)

into B-orbits such that dimOB(w) = ℓ(w0) − ℓ(w) for each w ∈ W ⊂ Waf .
Namely, we have OB(w) = Bẇẇ0B/B. We set B(w) := OB(w) ⊂ B. We also

define Oop
B (w) := B−ẇẇ0B/B and Bop(w) := Oop

B (w).
For each λ ∈ P , we have a line bundle OB(λ) on B such that

chH0(B,OB(λ)) = chL(λ), OB(λ)⊗OB
OB(−µ) ∼= OB(λ− µ) λ, µ ∈ P+.

The line bundle OB(λ) is defined as G ×B Cw0λ, where Cw0λ is the one-
dimensional representation of H corresponding to w0λ (lifted to B).

We have a notion of H-equivariant K-group KH(B) of B with coefficients
in C (see e.g. [43, §4]). Explicitly, we have

KH(B) =
󰁐

w∈W
CP [OB(w)] = CP ⊗R(G)

󰁐

λ∈P
C[OB(λ)]. (1.2)

The map ch extends to a CP -linear map

χ : KH(B) → CP,
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that we call theH-equivariant Euler-Poincaré characteristic. The groupKH(B)
is equipped with the product structure · induced by the tensor product of line
bundles. For each i ∈ I, we have

[OB(si)] = [OB]− eϖi [OB(−ϖi)] ∈ KH(B) (1.3)

coming from the B-equivariant short exact sequence

0 → Cϖi ⊗OB(−ϖi) → OB → OB(si) → 0. (1.4)

Here the B-equivariant map Cϖi ⊗OB(−ϖi) → OB is unique up to scalar.

1.2 Level zero nil-DAHA

Definition 1.1. The level zero nil-DAHAH of type G is a C-algebra generated
by {eλ}λ∈P ∪ {Di}i∈Iaf subject to the following relations:

1. eλ+µ = eλ · eµ for λ, µ ∈ P ;

2. D2
i = Di for each i ∈ Iaf ;

3. For each distinct i, j ∈ Iaf , we set mi,j ∈ Z>0 as the minimum number
such that (sisj)

mi,j = 1. Then, we have

mi,j -terms
󰁽 󰂀󰁿 󰁾
DiDj · · · =

mi,j -terms
󰁽 󰂀󰁿 󰁾
DjDi · · ·;

4. For each λ ∈ P and i ∈ I, we have

Die
λ − esiλDi =

eλ − esiλ

1− eαi
;

5. For each λ ∈ P , we have

D0e
λ − esϑλD0 =

eλ − esϑλ

1− e−ϑ
.

Let S := CP ⊗ CWaf be the smash product algebra, whose multiplication
reads as:

(eλ ⊗ w)(eµ ⊗ v) = eλ+wµ ⊗ wv λ, µ ∈ P,w, v ∈ Waf ,

where s0 acts on P as sϑ. Let C(P ) denote the fraction field of (the Laurent
polynomial algebra) CP . We have a scalar extension

A := C(P )⊗CP S = C(P )⊗ CWaf .
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Theorem 1.2 ([47] §2.2). We have an embedding of algebras ı∗ : H ↩→ A:

eλ 󰀁→ eλ ⊗ 1, Di 󰀁→
1

1− eαi
⊗ 1− eαi

1− eαi
⊗ si, λ ∈ P, i ∈ I

D0 󰀁→
1

1− e−ϑ
⊗ 1− e−ϑ

1− e−ϑ
⊗ s0.

Since we have a natural action of A on C(P ), we obtain an action of H on
C(P ), that we call the polynomial representation.

For w ∈ Waf , we find a reduced expression w = si1 · · · siℓ (i1, . . . , iℓ ∈ Iaf)
and set

Dw := Dsi1
Dsi2

· · ·Dsiℓ
∈ H.

By Definition 1.1 3), the element Dw is independent of the choice of a reduced
expression. By Definition 1.1 2), we have DiDw0 = Dw0 for each i ∈ I, and
hence D2

w0
= Dw0 . We have an explicit form

Dw0 =
󰀓
1⊗

󰁛

w∈W
w
󰀔
·
󰀓 e−ρ

󰁔
α∈∆+(e−α/2 − eα/2)

⊗ 1
󰀔
∈ A (1.5)

obtained from the (left W -invariance of the) Weyl character formula.

1.3 Affine Grassmannians

We define the (thin) affine Grassmannian and (thin) affine flag variety by

Gr := G((z))/G[[z]] and Fl := G((z))/I,

respectively. We have a natural fibration map π : Fl → Gr whose fiber is
isomorphic to B. For each w ∈ Waf , we set OFl

w = IẇI/I. For each β ∈ Q∨, we
find w ∈ tβW and set OGr

β := π(OFl
w ). The sets OFl

w and OGr
β do not depend on

the choices involved.

Theorem 1.3 (Bruhat decomposition, [44] Corollary 6.1.20). We have I-orbit
decompositions

Gr =
󰁊

β∈Q∨

OGr
β and Fl =

󰁊

w∈Waf

OFl
w

such that we have OFl
v ⊂ OFl

w if and only if v ≤ w.

Let us set Grβ := OGr
β and Flw := OFl

w for β ∈ Q∨ and w ∈ Waf . For

w ∈ W−
af , we also set Grw := Grβ for a unique β ∈ Q∨ such that w ∈ tβW .

We set

KH(Gr) :=
󰁐

β∈Q∨

CP [OGrβ ] and KH(Fl) :=
󰁐

w∈Waf

CP [OFlw ].
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The following two results of Kostant-Kumar [43] are about the ring Y in
[43, (2.9)], and is dual to their equivariant K-group (see also Remark 1.7).
We can see that Y actually corresponds to our equivariant K-group through
[43, (3.39)], or by later reference like [45, §3]. The original treatment comes
with extra Gm-actions that are responsible for the variable q. We can forget
the Gm-actions (or specialize to q = 1) since the construction involves only
Laurent polynomials with respect to the additional variables, together with
the denominators that admit the specializations:

Theorem 1.4 (Kostant-Kumar). The vector space KH(Fl) affords a regular
representation of H such that:

1. the subalgebra CP ⊂ H acts by the multiplication as CP -modules;

2. we have Di[OFlw ] = [OFlsiw
] (siw > w) or [OFlw ] (siw < w). ✷

Being a regular representation, we sometimes identify KH(Fl) with H

(through eλ[OFlw ] ↔ eλDw for λ ∈ P,w ∈ Waf) and consider the product of
two elements in H ∪KH(Fl), that results in an element of KH(Fl) ∼= H ⊂ A.

Theorem 1.5 (Kostant-Kumar). The pullback defines a map π∗ : KH(Gr) ↩→
KH(Fl) such that

π∗[OGrβ ] = [OFltβ
]Dw0 = DtβDw0 β ∈ Q∨.

In particular, Imπ∗ = HDw0 is a H-submodule, that can be regarded as a left
ideal of H. ✷

Let C := C(P )⊗CQ∨ ⊂ A be the subalgebra generated by elements of the
form f ⊗ tβ (f ∈ C(P ), β ∈ Q∨). By our convention on the Waf -action on P ,
we have

(1⊗ t−ϑ∨)(f ⊗ 1) ≡ (1⊗ sϑs0)(f ⊗ 1) = (f ⊗ 1)(1⊗ sϑs0) ≡ (f ⊗ 1)(1⊗ t−ϑ∨)

for each f ∈ CP . From this, we deduce that C is commutative. We have a
projection map

pr : A = C(P )⊗ CWaf −→ C(P )⊗ CQ∨ = C

defined as pr(f ⊗ tβw) = f ⊗ tβ for each f ∈ C(P ), w ∈ W , and β ∈ Q∨.

Theorem 1.6 (Lam-Schilling-Shimozono). The composition map pr ◦ ı∗ ◦ π∗

defines an embedding

KH(Gr) ↩→ KH(Fl) → C (⊂ A)

whose image is equal to KH(Fl)∩C. It descends to a CP -module isomorphism

r∗ : KH(Gr) ↩→ KH(Fl) ∩ C (⊂ A).

This equips KH(Gr) with a subalgebra structure of a commutative algebra C.
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Proof. By [46, Proposition 2], we deduce that the image of Dv under the map
pr is the same for each v ∈ tβW . Therefore, the assertion follows from the
description of [47, §5.2].

Thanks to Theorem 1.6, we obtain a commutative product structure of
KH(Gr) inherited from C, that we denote by ⊙. We call it the Pontryagin
product. This is the same product as in [47, §5.2], and its relation with the
Pontryagin product ([58]) in the topological K-group of the based loop space
of the maximal compact subgroup of G is read-out from [47, §5.1] and the
following:

Remark 1.7. The Pontrjyagin product on KH(Gr) is the product structure
coming from the homotopy equivalence ([59, Proposition 8.6.6]) of Gr and

ΩK := {f : S1 −→ K | f is a C0-map and f(1) = e},

where K is the maximal compact subgroup of G (viewed as a Lie group). Here
ΩK is acted by TR := (H ∩ K), and it acquires the group structure by the
pointwise multiplication whose identity is the constant map to the identity,
and whose inverse is the pointwise inverse. This induces a coproduct △ on
the TR-equivariant topological K-group KTR(ΩK). Note that the space of (the
adjoint) TR-fixed points on ΩK is precisely the loops landing on TR (homotopic
to a discrete set isomorphic to Q∨), and hence this coproduct must coincide
with the coproduct induced from the concatenation of loops by the injectivity
of the restriction map to the TR-fixed points (see [43, (3.19)]).

Here KTR(ΩK) and KH(Gr) are naturally dual as discussed in [43, (2.19)
and (3.28)], in the sense that KTR(ΩK) is the equivariant K-group dealt there,
and our KH(Gr) here is its dual dealt as (a subring of) the ring Y in [43,
§2]. In particular, one can transport △ on KTR(ΩK) into the product on
KH(Gr) coming from the multiplication of ΩK, that is the Pontryagin product
transported via the above interpretation. This is what carried out in [47,
Lemma 5.1] (where the coincidence of the two multiplications is implicitly
explained as the homotopy commutativity of the product structure of ΩK).

The product of KH(Gr) coming from Theorem 1.5 differs from the Pon-
tryagin product. In fact, we have TR = (B∩K), and hence ΩK does not carry
natural subvarieties corresponding to non-G-stable Schubert varieties in Gr
(similar to the case of B = K/TR without complex structure). This poses an
effect on the Pontryagin product structure, and we only have a non-degenerate
pairing

KK(ΩK)×KG(Gr) −→ (CP )W (1.6)

based on larger group actions that intertwines the Pontryagin product struc-
ture and the product in Theorem 1.5. Here KTR(ΩK) is the scalar extension
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of KK(ΩK), and hence the scalar extension of (1.6) describes the Pontryagin
product. In this picture,

A ∼=
󰁐

p∈(Fl)(Gm×H)

C(P )⊗R(H) KH(p) ⊃
󰁐

p∈(Gr)(Gm×H)

C(P )⊗R(H) KH(p) ∼= C

contains KH(Fl) and KH(Gr) through the comparisons with the dualities with
the thick versions ([45, §3]) and their H-equivariant localizations to the (Gm×
H)-fixed points (whose numerical computations trace back to [43, §2], and
presented here as Theorem 1.2).

The inverse of G((z)) induces the following isomorphisms:

KH(Gr) ≡ K(I\G((z))/G[[z]]) ∼= K(G[[z]]\G((z))/I) ≡ KG(Fl)

KH(Fl) ≡ K(I\G((z))/I) ∼= K(I\G((z))/I) ≡ KH(Fl).

We denote these two maps by inv. We have the following commutative diagram
of C-vector spaces:

KG(Gr)

󰈙󰈙▲
▲▲

▲▲
▲▲

▲▲
▲

󰈞󰈞❯❯❯❯❯❯❯❯❯❯ KG(Fl) 󰈣󰈣 KH(Fl)

inv

󰉭󰉭󰂻󰂻󰂻
󰂻󰂻
󰂻󰂻
󰂻󰂻
󰂻

KH(Gr)
π∗
󰈣󰈣

inv
󰈭󰈭󰂺󰂺󰂺󰂺󰂺󰂺󰂺󰂺󰂺󰂺

󰈞󰈞󰈞󰉞
󰈞󰉞󰈞󰉞

󰈞󰉞󰈞󰉞
󰈞󰉞󰈞󰉞

󰈞󰉞󰈞󰉞
󰈞󰉞󰈞󰉞

󰈞󰉞󰈞󰉞
󰈞󰉞

KH(Fl)
ı∗ 󰈣󰈣 A

pr

󰈃󰈃
C

, (1.7)

where KG(Gr) → KH(Gr) and KG(Fl) → KH(Fl) are the scalar extension
maps. In (1.7), the dashed arrow realizes KG(Gr) as a commutative subalgebra
of KH(Fl) that spans a subspace isomorphic to KH(Gr) by the (right) CP -
action, and the winding arrow respects the Pontryagin product. Theorem
1.6 asserts that the winding map is injective, and induces the “wrong-way
map” KH(Fl) → KH(Gr) introduced by Peterson [57, Lecture 8] for homology.
We note that the above line of discussion yields the K-theoretic version of
Peterson’s famous identification

KH(Gr) ∼= ZKH(Fl)(CP ) ([47, Theorem 5.3]).

Below, we might think of an element of KH(Gr) as an element of KH(Fl)
through π∗, as an element of A through ı∗ ◦π∗, and as an element of C through
r∗ interchangeably. The next two results are natural extensions of the results
from [48, §9] (originally due to Peterson):

Theorem 1.8. Let w ∈ W−
af and let β ∈ Q∨

<. We have

[OGrw ]⊙ [OGrβ ] = [OGrwtβ
].
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Proof. By our assumption on β, we have ℓ(tβ) = ℓ(w0) + ℓ(w0tβ) (see [53,
(2.4.1)]). In particular, the element [OGrβ ], viewed as an element of A through
ı∗ ◦π∗, is of the form (

󰁓
v∈W v)ξ for some ξ ∈ A by (1.5). Hence, it is invariant

by the left action of W . Since the effect of the map pr is to twist by elements
of W from the right in a term by term fashion, we deduce the equality

[OGrw ][OGrβ ] = pr([OGrw ])[OGrβ ]

of multiplications in A (multiplication in a non-commutative algebra). By
examining the definition of pr, we further deduce

pr([OGrw ][OGrβ ]) = pr(pr([OGrw ])[OGrβ ]) = pr([OGrw ]⊙ [OGrβ ]). (1.8)

Since w ∈ W−
af , we have ℓ(w) + ℓ(tβ) = ℓ(wtβ) (see [57, Lecture 8, page12]).

Consequently, we have Dwtβ = DwDtβ . Therefore, (1.8) and Theorem 1.6
implies that

[OGrwtβ
] = [OGrw ][OGrβ ] = [OGrw ]⊙ [OGrβ ] ∈ KH(Gr)

as required.

Since tβ ∈ W−
af for each β ∈ Q∨

<, Theorem 1.8 implies that the set

{[OGrβ ] | β ∈ Q∨
<} ⊂ (KH(Gr),⊙)

forms a multiplicative system. We denote by KH(Gr)loc its localization. The
action of an element [OGrβ ] on KH(Gr) in Theorem 1.8 is torsion-free, and
hence we have an embedding KH(Gr) ↩→ KH(Gr)loc.

Corollary 1.9. Let i ∈ I. For β ∈ Q∨
<, we set

hi := [OGrsitβ
]⊙ [OGrβ ]

−1.

Then, the element hi is independent of the choice of β.

Proof. By Theorem 1.8, we have

[OGrsitγ+β
]⊙ [OGrγ+β

]−1 = [OGrsitβ
]⊙ [OGrγ ]⊙ [OGrγ ]

−1 ⊙ [OGrβ ]
−1

= [OGrsitβ
]⊙ [OGrβ ]

−1

for γ ∈ Q∨
<. Hence, we conclude the assertion.

For each γ ∈ Q∨, we can write γ = β1−β2, where β1,β2 ∈ Q∨
<. Using this,

we define an element
tγ := [OGrβ1

]⊙ [OGrβ2
]−1.

Lemma 1.10. For each γ ∈ Q∨, the element tγ ∈ KH(Gr)loc is independent
of the choices involved.

Proof. Similar to the proof of Corollary 1.9. The details are left to the reader.
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1.4 Semi-infinite flag manifolds

The main reference of this subsection is [34]. We define the semi-infinite flag
manifold as the reduced scheme associated to:

Qrat
G := G((z))/(H ·N((z))).

This is a pure ind-scheme of ind-infinite type. Note that the group Q∨ ⊂
H((z))/H acts on Qrat

G from the right. We have an embedding

Υ : Qrat
G ↩→

󰁜

i∈I
P(L(ϖi)

∗ ⊗ C((z))), (1.9)

which is Gm ⋉ G((z))-equivariant by enhancing the Gm-action dilating z pro-
longed trivially along the component L(ϖi)

∗ for each i ∈ I, and the G-action
on L(ϖi)

∗ prolonged trivially along the component C((z)) ([34, Theorem 4.18]).
Note that the RHS of (1.9) is not a scheme by itself, but it acquires the struc-
ture of a scheme if we additionally impose the z-degree bound from the below
on each factor. For w ∈ Waf , we set O(w) := Iẇẇ0HN((z))/HN((z)) and
QG(w) := O(w). Note that we can take the closure either in Qrat

G or the RHS
of (1.9) since Υ restricts to a closed embedding of schemes

Υm : QG(w) ↩→
󰁜

i∈I
P(L(ϖi)

∗ ⊗ C[[z]]z−m)

󰀣
⊂

󰁜

i∈I
P(L(ϖi)

∗ ⊗ C((z)))

󰀤

(1.10)
for each w ∈ Waf under a suitable choice of m ∈ Z. We refer QG(w) as
a Schubert variety of Qrat

G . The set-theoretic part of the following result is
deduced from the Iwasawa decomposition applied to [18, §4] (or [52, §11]) as
in [37, Proof of Corollary 4.6], and their closure relations are presented in [37,
§4.2 P2438] from the corresponding claims in [18, §8] and [15, §5.1] (stated in
the language of quasi-map spaces, see §3.1):

Theorem 1.11. We have an I-orbit decomposition

Qrat
G =

󰁊

w∈Waf

O(w)

with the following properties:

1. each O(w) has infinite dimension and infinite codimension in Qrat
G ;

2. each O(w) contains a unique (Gm ×H)-fixed point pw;

3. the right action of γ ∈ Q∨ on Qrat
G yields the translation O(w) 󰀁→ O(wtγ);

4. we have O(w) ⊂ O(v) if and only if w ≤∞
2
v. ✷

14



Theorem 1.11 and (1.10) make the embedding (1.9) ind-closed.
We may write QG instead of QG(e) for the sake of notational simplicity.
The indschemeQrat

G is equipped with aG((z))-equivariant line bundleOQrat
G
(λ)

for each λ ∈ P . This line bundle is realized as

󰁒

i∈I
Υ∗ 󰀃OP(L(ϖi)∗⊗C((z)))(1)

󰀄⊗mi when λ =
󰁛

i∈I
miϖi.

In particular, the restriction OQG(w)(λ) of OQrat
G
(λ) to each QG(w) defines a

line bundle. We warn that the normalization of line bundles is twisted by −w0

from that of [37].

Remark 1.12 (opposite Schubert varieties). Here we discuss about opposite
Schubert varieties ofQrat

G . Note that (1.9) is apparently non-stable with respect
to the involution z 󰀁→ z−1. In particular, the group G[[z−1]] does not act on
Qrat

G . Thus, our opposite Schubert subvariety of Qrat
G should be the closure

of an I−-orbit, defined as an ind-scheme. However, such opposite Schubert
subvarieties are continuously many, and hence they cannot be labelled by Waf .
Thus, we usually refer only the I−-orbit closures

Q−
G(w) := I−pw ⊂ Qrat

G w ∈ Waf

as the opposite Schubert varieties of Qrat
G .

If we set I󰂐 to be the Zariski closure of I− in G[[z−1]], then we have another
version of an opposite Schubert cell, namely an I󰂐-orbit in

󰁔
i P(L(ϖi)

∗ ⊗
C((z−1))) that intersects with Qrat

G in the ambient space

󰁜

i∈I
P(L(ϖi)

∗ ⊗ C((z−1))) ⊂
󰁜

i∈I
P(L(ϖi)

∗ ⊗ C[[z, z−1]]) ⊃ Qrat
G .

The equivalence class of points of

󰁜

i∈I
P(L(ϖi)

∗ ⊗ C((z−1))) ∩Qrat
G ⊂

󰁜

i∈I
P(L(ϖi)

∗ ⊗ C((z−1)))

that are transferred to each other by the action of I󰂐 is in bijection with Waf .
The Zariski closure of each equivalence class defines another version of an
opposite Schubert variety in

󰁜

i∈I
P(L(ϖi)

∗ ⊗ C((z−1))). (1.11)

As every G[[z−1]]-orbit in (1.11) contains a point that does not belong to Qrat
G ,

an opposite Schubert variety in (1.11) cannot be a subscheme of Qrat
G . Never-

theless, each Q−
G(w) defines a Zariski dense subset of an I󰂐-orbit consisting of
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points whose coordinates have only finitely many z-degree components (with-
out any uniform bounds on their degrees).

In view of [34], the intersection of a Schubert variety and an opposite
Schubert variety (labelled by Waf) does not depend on a choice of these two
versions of opposite Schubert varieties, and referred to as a Richardson variety
of Qrat

G (see §4.1 for more detailed account, including its dimension formula).
Unlike the case of B, our open Richardson varieties of Qrat

G are not necessarily
smooth.

We set g[z] := g⊗C[z] and I′ := I ∩G[z], where the latter is an ind-group
whose ind-structure is induced by G[z].

Theorem 1.13 (Chari-Ion [13], see also [31] §1.2). For each λ =
󰁓

i∈Imiϖi ∈
P+, we have a (Gm × H)-semisimple G[z]-module W(λ) with the following
properties:

1. It is G-integrable, i.e. it is a direct sum of finite-dimensional (Gm ×G)-
modules by restriction;

2. It is generated by the action of I′ from a unique (cyclic) vector (up to
scalar) with its (Gm ×H)-weight (w0λ);

3. It is projective in the category of (Gm×H)-semisimple G-integrable G[z]-
modules whose graded characters belong to Z[[q]]{chL(µ) | µ ≤ λ};

4. We have

gchW(λ) = (
󰁜

i∈I

mj󰁜

j=1

1

1− qj
)Pλ, (1.12)

where Pλ ∈ (Z[q]P )W is the symmetric Macdonald polynomial specialized
to t = 0. In particular, we have:

Pλ ≡ chL(λ) mod Z[q]{chL(µ) | µ < λ}. (1.13)

Theorem 1.14 ([37] Corollary 4.31 and Proposition D.1). For each λ ∈ P+,
we have

Γ(QG,OQG
(λ))∨ = W(−w0λ). (1.14)

For each λ ∈ P , w ∈ W and β ∈ Q∨, we have

q〈λ,β〉gchΓ(QG(wtβ),OQG(wtβ)(λ)) = gchΓ(QG(w),OQG(w)(λ)) ∈ (C[[q−1]])P

and H>0(QG(w),OQG(w)(λ)) = {0}.

Corollary 1.15. The (Gm ×H)-weight (uϖi +mδ)-part of

Γ(QG,OQG
(ϖi))

is one-dimensional for each i ∈ I, u ∈ W , and m ∈ Z≤0.
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Proof. By (1.13), the monomial qmeuϖi appears in Pλ only if m = 0 and its
coefficient is 1. Since the q-series appearing as the dual of the RHS of (1.14) is

1 + q−1 + q−2 + · · ·

by (1.12), we conclude the assertion.

For each u ∈ Waf and i ∈ I, we have a (Gm × H)-eigenvector φu,i ∈
(L(ϖi)

∗ ⊗ C[[z]]z−m)∨ dual to pu in the middle term of (1.10) for m ≫ 0. It
uniquely gives a (Gm × H)-eigensection in Γ(QG(tβ),OQG(tβ)(ϖi)) of weight
uϖi for each tβ ≥∞

2
u since this (Gm ×H)-weight space is one-dimensional by

Corollary 1.15 (and Theorem 1.11 3)).

Lemma 1.16. For each u ∈ Waf , the scheme QG(u) is set-theoretically defined
as

{x ∈ Qrat
G | φv,i(x) = 0, ∀(v, i) ∈ S(u)}

through (1.9), where

S(u) := {(v, i) ∈ Waf × I | φv,i(x) = 0, ∀x ∈ O(u)}.

Similarly, the ind-closed subset Q−
G(u) ⊂ Qrat

G borrowed from Remark 1.12 is
set-theoretically defined as

S−(u) := {(v, i) ∈ Waf × I | φv,i(x) = 0, ∀x ∈ I−pu}.

Proof. We first fix β ∈ Q∨ such that tβ ≥∞
2
u and find sections {φu,i}u,i. We

have φu,i(x
′) ∕= 0 for every point x′ ∈ O(u), and φu,i(•) = 0 for some i ∈ I

(set-theoretically) defines QG(u) \O(u) in QG(u). By the uniqueness of these
sections, this set-theoretic defining property of φu,i holds by considering it as a
section of a line bundle on any of the spaces in (1.10). Therefore, we conclude
the first assertion. The second assertion follows by additionally taking Remark
1.12 (cf. §4.1) into account.

Let E be a (Gm ⋉ I)-equivariant quasi-coherent sheaf on QG that satisfies
the condition (󰂏) consisting of the following two:

(󰂏)1 There exists i0 ∈ Z (that may depend on E) such that

H i(QG, E ⊗OQG
OQG

(λ)) = {0} for each i > i0, and λ ∈ P+;

(󰂏)2 We have

gchH i(QG, E⊗OQG
OQG

(λ)) ∈ (C((q−1)))P for each i ∈ Z, and λ ∈ P+.
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Remark 1.17. 1) In the condition (󰂏), we set

E ⊗OQrat
G

OQrat
G
(λ) := E ⊗OQG(w)

OQG(w)(λ) = E ⊗OQG
OQG

(λ)

for each w ≥∞
2
e. This makes the inclusion KH(QG) ⊂ KH(Qrat

G ) (described
below) compatible with the tensor products of line bundles; 2) In view of
Theorem 1.14, the sheaf OQG(w) (w ≤∞

2
e) satisfies the condition (󰂏).

For the above E and λ ∈ P+, we set

χq(QG, E(λ)) :=
󰁛

i≥0

(−1)igchH i(QG, E ⊗OQG
OQG

(λ)) ∈ (C((q−1)))P.

Lemma 1.18. Suppose that we have a short exact sequence

0 → E1 → E2 → E3 → 0

of (Gm ⋉ I)-equivariant quasi-coherent sheaves on QG that satisfy (󰂏). We
have

χq(QG, E2(λ)) = χq(QG, E1(λ)) + χq(QG, E3(λ)) λ ∈ P+.

Proof. This follows from the long exact sequence of cohomologies since each
χq(QG, Ei(λ)) (i = 1, 2, 3) is well-defined.

Lemma 1.19. For each i ∈ I, we have a short exact sequence

0 → Cϖi ⊗OQG
(−ϖi) → OQG

→ OQG(si) → 0, (1.15)

that is (Gm ⋉ I)-equivariant.

Proof. Let O be the dense open G[[z]]-orbit in QG. We have O =
󰁉

w∈W O(w)
by Theorem 1.11 and the Bruhat decomposition. In particular, O yields an
(uncountable dimensional) G[[z]]-equivariant affine fibration over B by setting
z = 0. We lift (1.4) by pulling back to obtain (1.15) on O. Twisting by
OO(ϖi), we can interpret the map Cϖi ⊗OQG

→ OQG
(ϖi) as a unique (up to

scalar) (Gm⋉I)-equivariant section of (Gm×H)-weight ϖi in Γ(QG,OQG
(ϖi))

as it restricts to a unique map (up to scalar) in (1.4) by restriction. As a
consequence, the short exact sequence (1.4) yields the short exact sequence
(1.15) if the natural (Gm ⋉ I-equivariant) inclusion

Cϖi ⊗OQG
(−ϖi) ↩→ ker(OQG

→ OQG(si)) (1.16)

is an isomorphism. We set K := ker(OQG
→ OQG(si)).

Consider the map πi : Pi ×B QG(si) → QG, that is surjective. We have a
line bundle O(−1) on SL(2, i)×BiQG(si) obtained as the pullback of OP1(−D)
through

Pi ×B QG(si) → Pi/B ∼= P1,
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where D is the point B/B ∈ P1. The sheaf OP1(−D) (and hence O(−1)) is
B-equivariant and admits a Pi-linearization after twisted by the H-character
Cϖi by (1.4) for SL(2, i). Let infl be the functor that inflates a B-equivariant
sheaf on QG(si) to a Pi-equivariant sheaf on Pi ×B QG(si).

By the Demazure character formula ([31, Theorem A], transported to this
setting in [37]), we find that the definition of K is interpreted as

R•(πi)∗
󰀃
O(−1)⊗ infl (OQG(si))

󰀄
.

In particular, its twist by Cϖi acquires the Pi-equivariant structure. In addi-
tion, this procedure commutes with the G((z))-equivariant line bundle twist of
Qrat

G (as presented in [37, §6], cf. Theorem 1.24 and Theorem 1.26). Therefore,
we conclude that

C−ϖi ⊗Hm(QG,K(λ)) λ ∈ P (1.17)

admits an action of Pi. Since

Pi ×B QG(si) ∼= (I · Pi)×I QG(si),

we deduce that (1.17) admits a (PiI
′)-action that prolongs the Pi-action.

By [37, Corollary 4.30], we have an inclusion

Γ(QG(si),OQG(si)(λ))
∨ ↩→ Γ(QG,OQG

(λ))∨ λ ∈ P+ (1.18)

as I′-modules, and the RHS has a cyclic vector with (Gm×H)-weight −λ. We
set

K(λ) := Cϖi ⊗ Γ(OQG
,K(λ))∨ ∼= Cϖi ⊗

Γ(QG,OQG
(λ))∨

Γ(QG(si),OQG(si)(λ))
∨ .

We have a surjection

θλ : K(λ) −→→ Γ(QG,OQG
(λ−ϖi))

∨

and (1.16) is an isomorphism if this is an isomorphism for every λ ∈ P+.
Since the action of SL(2, j) (j ∕= i ∈ I) commutes with Cϖi ⊗ • and preserves
QG(si), we find a Pj-action on K(λ) from (1.18), that coincide with the Pi-
action along the intersection B = Pi ∩Pj . This particularly implies that K(λ)
is invariant under the Demazure functor for each i ∈ I, and hence it acquires
the G-action ([30, (5.6)]). Therefore, K(λ) admits a G-action, that is upgraded
into a G-integrable G[z]-module structure.

Being a quotient of Cϖi ⊗ Γ(QG,OQG
(λ))∨, the G[z]-module K(λ) is gen-

erated by a cyclic vector with (Gm ×H)-weight (ϖi − λ) by the action of I′,
and if a H-weight −µ appears in K(λ), then we have µ ≤ λ −ϖi. It follows
that

gchK(λ) ∈
󰁛

µ≤λ−ϖi

Z[[q−1]] · chL(µ)∗. (1.19)
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By Theorem 1.13 3), the G[z]-module Γ(QG,OQG
(λ−ϖi))

∨ is the largest
one generated by a cyclic vector with (Gm×H)-weight −(λ−ϖi) that satisfies
the same condition as gchK(λ) in (1.19). Therefore, we conclude that θλ must
be an isomorphism for every λ ∈ P+.

This in turn yields that (1.16) is an isomorphism as desired.

1.5 Equivariant K-groups of semi-infinite flag manifolds

The (Gm⋉I)-equivariant K-group KGm⋉I(Q
rat
G ) of Qrat

G is defined and studied
in [37, §5–§6]. However, the definition given there does not allow one to forget
the Gm-action (nor equivalently make the q = 1 specialization). Thus, here we
present the construction and basic properties of the H-equivariant K-group
KH(Qrat

G ) of Qrat
G obtained as a variant of KGm⋉I(Q

rat
G ). Note that the struc-

ture constants of the tensor products of line bundles on KH(Qrat
G ) (Theorem

1.26) are genuinely infinite with respect to the Schubert basis (see §2.4), and
this action is essentially used in our proof of Theorem 3.11. Therefore, replac-
ing KH(Qrat

G ) with its (pure) algebraic variant breaks down our proof of the
main theorem.

For each β ∈ Q∨
+, we define a free C[q±1]P -module 󰁨K(β) as:

󰁨K(β) :=
󰁐

tβ≥∞
2
w∈Waf

C[q±1]P · [OQG(w)].

We have 󰁨K(β + γ) ⊂ 󰁨K(β) for each β, γ ∈ Q∨
+. We set

󰁨K(QG) := lim←−
β∈Q∨

+

󰀓
󰁨K(0)/ 󰁨K(β)

󰀔
.

Each element of 󰁨K(QG) is presented as

󰁛

e≥∞
2
w∈Waf

aw[OQG(w)] aw ∈ C[q±1]P,

where the sum is understood to be formal in the sense that infinitely many
coefficients can be non-zero. For each λ ∈ P and

󰁓
w aw[OQG(w)] ∈ 󰁨K(QG),

we define the formal sum

󰁨Θ(λ) (
󰁛

w

aw[OQG(w)]) =
󰁛

w

awgchΓ(QG,OQG(w)(λ)) or ∞, (1.20)

where the first case occurs if and only if

lim
n→∞

󰁛

w≥∞
2
tnϑ∨

awgchΓ(QG,OQG(w)(λ)) ∈ (C((q−1)))P,
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and the second case occurs otherwise. Here the formula in the RHS of (1.20)
is equal to the corresponding Euler-Poincaré characteristic by Theorem 1.14.
We have 󰁨Θ(λ)(•) = 0 if λ ∕∈ P+. We set

󰁨K ′(QG) := {
󰁛

w

aw[OQG(w)] ∈ 󰁨K(QG) | 󰁨Θ(λ)(
󰁛

w

|aw|[OQG(w)]) ∈ (R((q−1)))P},

where λ runs over λ ∈ P++, and the absolute value |aw| of aw is taken coef-
ficientwise. This is a C[q±1]P -submodule of 󰁨K(QG), and is a variant of the
(Gm ⋉ I)-equivariant K-group KGm⋉I(QG) of QG defined in [37, §4].

We define

FunP := {(f, S) | ∅ ∕= S ⊂ P satisfies S + P+ ⊂ S, f : S → (C((q−1)))P},

where we understand that f is defined on S, and

FunnegP := {(f, S) ∈ FunP | f(λ) = 0 if
󰀍
α∨
i ,λ

󰀎
≫ 0, ∀i ∈ I}.

For any (f, Sf ), (g, Sg) ∈ FunP , we define

(f, Sf )± (g, Sg) := (f ± g, Sf ∩ Sg) ∈ FunP .

Together with the multiplication by C[q±1]P , this makes FunP and FunnegP

into C[q±1]P -modules. We may drop S from (f, S) ∈ FunP or its image in
FunP /Fun

neg
P whenever the meaning is clear from the context. This convention

is justified by

(f, Sf )− (g, Sg) ∈ FunnegP if f = g on (Sf ∩ Sg).

In view of [37, §5], the map

󰁨Θ : 󰁨K ′(QG) ∋
󰁛

w

aw[OQG(w)]

󰀁→

󰀵

󰀷λ 󰀁→
󰁛

w

󰁛

i≥0

(−1)iawgchH
i(QG,OQG(w)(λ))

󰀶

󰀸

≡
󰀥
λ 󰀁→

󰁛

w

awgchΓ(QG,OQG(w)(λ))

󰀦
∈ FunP

induces an inclusion

Θ : 󰁨K ′(QG) ↩→
FunP
FunnegP

.

We say that that a (Gm ⋉ I)-equivariant quasi-coherent sheaf E that satisfies
(󰂏) defines a class

[E ] =
󰁛

w

aw(q)[OQG(w)] ∈ 󰁨K ′(QG), aw(q) ∈ C[q±1]P
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if and only if the following assignment

λ 󰀁→

󰀳

󰁃χq(QG, E(λ))−
󰁛

w∈Waf

awχq(QG,OQG(w)(λ))

󰀴

󰁄

defines a function on P++ that belongs to FunnegP .

Lemma 1.20. Suppose that we have a short exact sequence

0 → E1 → E2 → E3 → 0

of (Gm ⋉ I)-equivariant quasi-coherent sheaves on QG that satisfy (󰂏). If two
of the above three sheaves define classes in 󰁨K ′(QG), then the remaining one
also define a class in 󰁨K ′(QG). In this case, we have

[E2] = [E1] + [E3].

Proof. The condition (󰂏) guarantee the existence of the functions fi : λ 󰀁→
χq(QG, Ei(λ)) (i = 1, 2, 3) defined on P+ in FunP . We have f2 = f1+f3 ∈ FunP
by Lemma 1.18. Thus, so are their images in FunP

FunnegP
. Since 󰁨K ′(QG) is a(n

abelian) group, we conclude the results.

Since each of the coefficient of an element of 󰁨K ′(QG) belongs to C[q±1]P ,
and the multiplication by C[q±1] preserves 󰁨K ′(QG) ⊂ 󰁨K(QG), the following
q = 1 specialization make sense:

KH(QG) := C⊗C[q±1]
󰁨K ′(QG).

By abuse of notation, we denote the class of a (Gm ⋉ I)-equivariant quasi-
coherent sheaf E in KH(QG) obtained from its class [E ] ∈ 󰁨K ′(QG) by the same
letter.

Remark 1.21. Our definition of 󰁨K ′(QG) here and [37] depends on the C[q±1]P -
linear independence of the asymptotic behavior of the functions

λ 󰀁→ χq(QG,OQG(w)(λ)) e ≥∞
2
w ∈ Waf .

By [34, Appendix A], the push-forward of OQG(w) to a parabolic version ofQrat
G

is the structure sheaf of a Schubert variety and have no higher direct images.
In particular, the sheaf OQG(w) also satisfies a relative version of the condition
(󰂏). This cohomological affinity makes KH(QG) functorial with respect to
the push-forwards to its parabolic analogues [32, 35].

Lemma 1.22. We have

KH(QG) = {
󰁛

e≥∞
2
w∈Waf

aw[OQG(w)] | aw ∈ CP},

where the sum in the definition is understood to be formal.
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Proof. All elements aw in the RHS are in C[q±1]P by definition. In view of
Theorem 1.14, only finitely many terms in

{awgchΓ(QG,OQG(w)(λ))}w≤∞
2
e

carry a non-zero coefficients in qm for each m ∈ Z and λ ∈ P++. Therefore,
we have

󰁨Θ(λ)(
󰁛

w

aw[OQG(w)]) ∈ (C[[q−1]])P ⊂ (C((q−1)))P

for each λ ∈ P++. Thus, the assertion holds.

As a natural extension of KH(QG), we define

KH(Qrat
G ) := {

󰁛

w∈Waf

aw[OQG(w)] | aw ∈ CP, ∃β0 ∈ Q∨ s.t. autβ = 0, ∀u ∈ W,β ∕> β0},

where the sum is understood to be formal. We have KH(QG) ⊂ KH(Qrat
G ).

For each β ∈ Q∨, we have an endomorphism of KH(Qrat
G ) defined by

a[OQG(w)] 󰀁→ a[OQG(wtβ)] ∀a ∈ CP,w ∈ Waf (1.21)

induced by the right action of Q∨ ⊂ Waf (see Theorem 1.11 3)). The transla-
tions of KH(QG) with respect to this right Q∨-action equip KH(Qrat

G ) with a
local (open) base of a linear topology (at the point 0 ∈ KH(Qrat

G )). The subset
{tβ}β∈Q∨

+
⊂ Q∨ acts on KH(QG). We denote by R the ring consisting of the

formal CP -linear combinations of {tβ}β∈Q∨
+
, equipped with an induced topol-

ogy from KH(QG). We have CQ∨
+ ⊂ R spanned by the constant coefficient

monomials of Q∨
+.

Lemma 1.23. KH(QG) and KH(Qrat
G ) are free modules over R and CQ∨⊗CQ∨

+

R, respectively. Moreover, their ranks are |W |.

Proof. We have an explicit basis {[OQG(w)]}w∈W in both cases.

Now we transplant the basic properties of KGm⋉I(Q
rat
G ) and KGm⋉I(QG)

considered in [37] to our KH(Qrat
G ) and KH(QG). The first one is immediate

from the expression:

Theorem 1.24 ([37] §6 and [31] Theorem A). The vector space KH(Qrat
G )

affords a representation of H with the following properties:

1. the subalgebra CP ⊂ H acts by the multiplication as CP -modules;

2. we have

Di([OQG(w)]) =

󰀫
[OQG(siw)] (siw >∞

2
w)

[OQG(w)] (siw <∞
2
w)

.
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By Theorem 1.24, we deduce that the right Q∨-action yield H-module
endomorphisms of KH(Qrat

G ). The following is implicit in [37, Theorem 5.13]:

Theorem 1.25. For each µ ∈ P , the line bundle twist by OQrat
G
(µ) preserves

the space 󰁨K ′(QG). In other words, for each w ∈ Waf such that w ≤∞
2
e, there

exists a collection {avw(µ)}v≤∞
2
w of elements in Z[q−1]P such that the function

on P++

λ 󰀁→
󰀣
χq(QG,OQG(w)(λ+ µ))−

󰁛

v

avw(µ) · χq(QG,OQG(v)(λ))

󰀤

belongs to FunnegP . In particular, we have

[OQG(w)(µ)] =
󰁛

v≤∞
2
w

avw(µ)[OQG(v)] ∈ 󰁨K ′(QG).

Proof. Since the tensor product operation (= shift of functions on P ) commutes
with each other, we concentrate into the case µ = ±ϖi for i ∈ I.

We consider the case µ = ϖi. In the Pieri-Chevalley rule [37, Theorem
5.13], the coefficients {avw(µ)}v≤∞

2
w are given by counting the set of semi-

infinite LS paths with fixed initial/final directions. By definition ([37, Defi-
nition 2.6]), a semi-infinite LS path (w1, w2, . . . , wℓ; a1, a2, . . . , aℓ) is a strictly
decreasing collection (w1, w2, . . . , wℓ) of elements of Waf with respect to ≤∞

2
,

together with a collection of strictly increasing sequence (0 = a1, a2, . . . , aℓ = 1)
in (Q ∩ [0, 1]) that satisfies the integrality condition in [37, Definition 2.5]. In
particular, we have an explicit bound on the denominators of (a1, a2, . . . , aℓ)
once we fix µ. In addition, the interval of two elements xtβ and ytγ (x, y ∈
W,β, γ ∈ Q∨) of Waf with respect to ≤∞

2
consists of only finitely many ele-

ments as its member wtκ (w ∈ W,κ ∈ Q∨) must satisfy γ ≤ κ ≤ β. Thus,
the set of semi-infinite LS paths with fixed initial/final direction is finite. As
this model describes the character of a Demazure module ([37, Theorem 2.8]),
the relative degree count must be always non-positive. In particular, we find
avw(ϖi) ∈ Z[q−1]P for each w ∈ Waf . Thus, the assertion for µ = ϖi is precisely
the contents of the proof of [37, Theorem 5.13].

Moreover, the set of paths with the same initial/final direction is unique,
and hence the transition matrix between {[OQG(w)(ϖi)]}w∈Waf

and {[OQG(w)]}w∈Waf

is unitriangular (up to diagonal matrix consisting of characters in P ) with re-
spect to ≤∞

2
. Therefore, we can invert this matrix to obtain [OQG(w)(−ϖi)] ∈

󰁨K ′(QG) for i ∈ I. Thus, we completed the proof of the assertion for µ = ±ϖi

(i ∈ I) as required.

The following is a variant of [37, Theorem 6.5] (see also [31]):
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Theorem 1.26. For each λ ∈ P , consider the CP -linear extension of the
assignment

[OQG(w)] 󰀁→ [OQG(w)(λ)] ∈ KH(Qrat
G ) w ∈ Waf .

It gives rise to a H-module automorphism, that we call Ξ(λ), with the following
properties:

• It commutes with the right Q∨-action, i.e. we have

Ξ(λ)([OQG(w)])tβ = Ξ(λ)([OQG(w)]tβ) β ∈ Q∨
+;

• We have Ξ(λ) ◦ Ξ(µ) = Ξ(λ+ µ) for λ, µ ∈ P .

Proof. The first assertion follows from [37, Proposition 6.3 and its proof]. The
second assertion follows from Theorem 1.25 and Theorem 1.11 3). The last
assertion follows as the effect of Ξ(λ) is just to shift functions on P .

Lemma 1.27. For each i ∈ I, we have an equality

[OQG(si)] = [OQG(e)]− eϖi [OQG(e)(−ϖi)]

inside 󰁨K ′(QG). In particular, it also holds for KH(QG).

Proof. Apply Lemma 1.20 to Lemma 1.19 by [OQG(si)], [OQG(e)] ∈ 󰁨K ′(QG).

Remark 1.28. Lemma 1.27 implies [OQG
(−ϖi)] ∈ KH(QG) ⊂ KH(Qrat

G ). How-
ever, this does not imply [OQrat

G
(−ϖi)] ∈ KH(Qrat

G ) as [OQrat
G
] ∕∈ KH(Qrat

G ). By

the same reason, Ξ(λ) in Theorem 1.26 (= tensor product with OQrat
G
(λ)) is

the multiplication by an element in the ring KH(QG), but not in KH(Qrat
G ).

In fact, the definition of KH(Qrat
G ) does not equip it with a ring structure.

This stems from the fact that Qrat
G is a(n infinite) union of Schubert varieties

(whose dimensions are also infinite), but not a Schubert variety by itself.
The ring structure of KH(Qrat

G ) afforded in Corollary C is different from the
above as it employs [OQG

] as the identity, that is not the class of the structure
sheaf of Qrat

G .

Motivated by Lemma 1.27, we consider a CP -module endomorphism Hi

(i ∈ I) of KH(Qrat
G ) as:

Hi : [OQG(w)] 󰀁→ [OQG(w)]− eϖi [OQG(w)(−ϖi)] w ∈ Waf .

Proposition 1.29. Let K be the CP -linear subspace of KH(Qrat
G ) generated

by [OQG
(λ)] (λ ∈ P ), together with the right Q∨-actions. The inclusion K ⊂

KH(Qrat
G ) is dense.
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Proof. Let KH(QG)+ be the (formal) CP -span of {[OQG(wtβ)]}w∈W,0 ∕=β∈Q∨
+
in

KH(Qrat
G ). In view of (1.2), we have KH(QG)/KH(QG(e))+ ∼= KH(B) as

CP -modules that sends [OQG(w)] to [OB(w)] (w ∈ W ). By Theorem 1.24 and
Theorem 1.4, this intertwines the action of Di (i ∈ I). By the Pieri-Chevalley
formula [37, Theorem 5.13], we see that

[OQ(w0)(λ)] mod KH(QG)+ = ew0λ[OB(w0)] = [OB(w0)(λ)] λ ∈ P.

By the Demazure character formulae ([31, Theorem A] and [44, 8.1.13 Theo-
rem]), we conclude that

[OQ(w)(λ)] mod KH(QG)+ = [OB(w)(λ)] w ∈ W,λ ∈ P.

Therefore, the first two actions generate KH(QG)/KH(QG)+ ∼= KH(B) from
[OQG

]. Now we use the right Q∨-action to conclude the result.

1.6 Graph and map spaces

We refer [42, 19, 22] for the precise definitions of the notions appearing in this
subsection.

We have W -equivariant isomorphisms H2(B,Z) ∼= P and H2(B,Z) ∼= Q∨.
This identifies the (integral points of the) nef cone of B with P+ ⊂ P and the
effective cone of B with Q∨

+. For each non-negative integer n and β ∈ Q∨
+, we

set GBn,β to be the space of stable maps of genus zero curves with n-marked
points to (P1 × B) of bidegree (1,β), that is also called the graph space of
B. A point of GBn,β is a(n arithmetic) genus zero curve C with n-marked
points {x1, . . . , xn}, together with a map to P1 of degree one. Hence, we have
a unique P1-component of C that maps isomorphically onto P1. We call this
component the main component of C and denote it by C0. By discarding the
map to P1, we obtain the space of stable maps Bn,β of genus zero curves with
n-marked points to B of degree β, together with the natural projection map
f : GBn,β −→ Bn,β . The spaces GBn,β and Bn,β are normal projective varieties
by [19, Theorem 2] that have at worst quotient singularities arising from the
automorphism of stable maps. The natural (Gm × H)-action on (P1 × B)
induces a natural (Gm ×H)-action on GBn,β .

Let 󰁩evj : GBn,β → P1×B (1 ≤ j ≤ n) be the evaluation at the j-th marked
point, and let evj : GBn,β → B be its composition with the second projection.
For a (Gm×H)-equivariant coherent sheaf F on a projective (Gm×H)-variety
X , let χq(X ,F) ∈ C[q±1]P denote its (Gm × H)-equivariant Euler-Poincaré
characteristic.

Consider the formal power series ring C[[Q∨
+]] with its variables Qi = Qα∨

i

(i ∈ I). We set Qβ :=
󰁔

i∈IQ
〈β,ϖi〉
i for each β ∈ Q∨.
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With this notation, we define the q-deformed n-point equivariantK-theoretic
Gromov-Witten correlation function for ξ1, . . . , ξn ∈ KH(B) as:

〈ξ1, . . . , ξn〉qGW :=
󰁛

β∈Q∨
+

Qβχq(GBn,β ,

n󰁒

j=1

ev∗jξj) ∈ (C[q±1]P )[[Q∨
+]], (1.22)

where we regard ξ1, . . . , ξn as Gm-equivariant objects with trivial Gm-action.
The following result is well-known:

Theorem 1.30. The q = 1 specialization of the q-deformed n-point equivari-
ant K-theoretic Gromov-Witten correlation function is the usual n-point equiv-
ariant K-theoretic Gromov-Witten correlation function calculated by replacing
GBn,β (0 ∕= β ∈ Q∨

+) in (1.22) with Bn,β.

Sketch of proof. By adjunction, this comparison follows if we have R•f∗OGBn,β
∼=

OBn,β
. The latter fact can be deduced from [40, Theorem 7.1] since both spaces

are normal with at worst rational singularities (cf. Remark 4.1), f is projective
with connected fibers, and the general fiber of f is P3 = PGL(2,C).

Thanks to Theorem 1.30, the n-point equivariant K-theoretic Gromov-
Witten correlation function is given as:

〈ξ1, . . . , ξn〉GW := 〈ξ1, . . . , ξn〉qGW|q=1 ξ1, . . . , ξn ∈ KH(B).

1.7 Equivariant quantum K-group of B

We define the H-equivariant (small) quantum K-group of B as:

qKH(B) := KH(B)[[Q∨
+]], (1.23)

that contains C[[Q∨
+]][OB] ∼= C[[Q∨

+]]. Thanks to (the H-equivariant versions of)
[21, 49], it is equipped with the commutative and associative product 󰂏 (called
the quantum multiplication) characterized as:

〈ξ1 󰂏 ξ2, ξ3〉GW = 〈ξ1, ξ2, ξ3〉GW ξ1, ξ2, ξ3 ∈ qKH(B),

where the forms on the both sides are understood to be linear with respect to
C[[Q∨

+]]. The product 󰂏 satisfies the following properties:

1. the element [OB] = [OB]Q
0 ∈ qKH(B) is the identity;

2. the map Qβ󰂏 (β ∈ Q∨
+) is the multiplication of Qβ in the RHS of (1.23);

3. we have ξ 󰂏 η ≡ ξ · η mod (Qi; i ∈ I) for every ξ, η ∈ KH(B)⊗ 1.
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From the above properties, we can localize qKH(B) with respect to the
multiplicative system {Qβ}β∈Q∨

+
to obtain a ring qKH(B)loc.

We set
qKGm×H(B) := (KH(B)((q))) [[Q∨

+]].

We sometimes identifyKH(B) with the submodule of qKH(B) or qKGm×H(B)
that is constant with respect to Qi (i ∈ I) and q. We set pi := [OB(ϖi)] for
i ∈ I, and we consider it as an endomorphism of qKH(B) or qKGm×H(B)
through the scalar extension of the product of KH(B) (i.e. the classical prod-
uct; we always understand that p±1

i acts via the classical product). For each
i ∈ I, let qQi∂Qi denote the (CP )((q))-endomorphism of qKGm×H(B) such that

qQi∂Qi (ξ ⊗Qβ) = q〈β,ϖi〉ξ ⊗Qβ ξ ∈ KH(B),β ∈ Q∨
+.

Following [29, §2.4], we consider the operator T ∈ End(CP )((q)) qKGm×H(B).
This operator is obtained from the operator T (t) defined as

χ(T (t)(ξ) · η) :=
󰁛

n≥0

1

n!
〈ξ,

n-terms󰁽 󰂀󰁿 󰁾
t, . . . , t,

η

1− qL
〉GW ξ, η ∈ KH(B) (1.24)

by setting the additional variable t ∈ K(B) to be 0, where L is the cotangent
class of the corresponding stable curve at that marked point (see e.g. [42, 21,
49]), and q is understood to be a formal variable. The operator T (t) is the
(adjoint form of the) fundamental solution of the quantum differential equation

(1− q)
∂

∂tξ
T (t)(•) = T (t)(ξ 󰂏 •), (1.25)

where ∂
∂tξ

is the derivation that commutes with qKGm×H(B) and sends the

additional variable t ∈ K(B) into ξ. In order to deduce (1.25), one uses the
K-theoretic WDVV equation ([21, P300]), that also yields the following:

Theorem 1.31 (Givental and Lee [22, 21, 49], see also [29] Proposition 2.3).
For each ξ, ζ ∈ KH(B), we have

χ(T (ξ) · T (ζ)) = 〈ξ, ζ〉GW ∈ (CP )[[Q∨
+]]. (1.26)

Here we warn that the operators T and the q-conjugate T of T introduces
variables q and Qβ (β ∈ Q∨

+) in the calculation of the LHS, and they are
understood to be scalars.

Remark 1.32. The operator T intertwines the classical and “q-deformed” quan-
tum inner products if we replace T (ζ) with T (ζ) in (1.26). However, the oper-
ator T usually has a pole at q = 1, and hence it does not induce an intertwiner
between the classical and the quantum inner products naively.
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We have the shift operator (also obtained from an operator Ai(q, t) in [29]
by setting t = 0) defined as

Ai(q) = T−1 ◦ p−1
i qQi∂Qi ◦ T ∈ End qKGm×H(B) i ∈ I. (1.27)

Since each term admits an inverse, we find that Ai(q)
−1 exists. As the operator

T commutes with q and Qj (j ∈ I), we find

Ai(q)Q
γ = q〈γ,ϖi〉QγAi(q) γ ∈ Q+. (1.28)

An element J(Q, q) := T ([OB]) ∈ qKGm×H(B) is called the (equivariant K-
theoretic) small quantum J-function, and is computed in [22, 8] (cf. Theorem
3.8 and its explanation).

Theorem 1.33 (Reconstruction theorem [29] Proposition 2.12). For each

f(q, x1, . . . , xr, Q) ∈ (CP [q±1, x1, . . . , xr])[[Q
∨
+]],

we have the following equivalence:

f(q, p−1
1 qQ1∂Q1 , . . . , p−1

r qQr∂Qr , Q)J(Q, q) = 0 ∈ qKGm×H(B)

⇔f(q, A1(q), . . . , Ar(q), Q)[OB] = 0 ∈ qKGm×H(B).

Remark 1.34. The original form of Theorem 1.33 is about big quantum K-
group. We have made the specialization t = 0 to deduce our form. It should
be noted that 1) this equivariant setting is automatic from the construction,
and 2) we state Theorem 1.33 for unmodified quantum J-function (specialized
to t = 0) instead of the modified one employed in [29, Proposition 2.12].

Theorem 1.35 (Anderson-Chen-Tseng [2] Lemma 6, see also [1]). For each
i ∈ I, we have Ai(q)([OB]) = [OB(−ϖi)] ∈ qKH(B) ⊂ qKGm×H(B).

We give an alternative proof of Theorem 1.35 in §4.5.
For each i ∈ I, we set ai := A(1) (thanks to [29, Remark 2.14]).

Theorem 1.36 ([29] Corollary 2.9). For i ∈ I, the operator ai defines the
quantum multiplication by ai([OB]) in qKH(B).

Proof. By [29, Corollary 2.9], the set {ai}i∈I defines mutually commutative
endomorphisms of qKH(B) that commutes with the 󰂏-multiplication. Since
EndRR ∼= R for every ring R, we conclude the assertion.

Theorem 1.37 ([29] Proposition 2.10 and its proof). For i ∈ I, we have

Ai(q) = p−1
i +

󰁛

0 ∕=β∈Q∨
+

〈β,ϖi〉−1󰁛

k=0

ai,β,k(1− q)kQβ ai,β,k ∈ EndCPKH(B)

Ai(q)
−1 = pi +

󰁛

0 ∕=β∈Q∨
+

bi,β(q)Q
β bi,β ∈ C[q−1]⊗ EndCPKH(B)
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as operators acting on C[q±1] ⊗ KH(B), where the sum is understood to be
formal. In particular, we have

ai(ξ) ≡ [OB(−ϖi)] · ξ ≡ [OB(−ϖi)] 󰂏 ξ mod (Qi; i ∈ I)

for each ξ ∈ KH(B).

Proof. The first equalities for Ai(q) and ai are the t = 0 specializations of [29,
Proposition 2.10]. By taking the formal inverse of Ai(q) inductively on the
coefficients of Qβ (β ∈ Q∨

+) and using the fact that Ai(q) is invertible modulo
{Qi}i, we find an expression of Ai(q)

−1 with

bi,β(q) ∈ C[q±1]⊗ EndCPKH(B).

We have bi,β(q) = 0 for 0 ∕= β ∈ Q∨
+ such that 〈β,ϖi〉 = 0 by the shape of Ai(q).

As in [29, proof of Proposition 2.10], we use the fact that T and T−1 (= S in
their convention) are regular at q = 0,∞ to deduce that the singularities of
{bi,β(q)}β as functions on q arises from the effect of

q−Qi∂QipiT,

that introduces poles at q = 0, and its specialization q = ∞ is zero in the
coefficient of Qβ with 〈β,ϖi〉 > 0. Thus, we find that

bi,β(q) ∈ C[q−1]⊗ EndCPKH(B),

that yields the equality on Ai(q)
−1. By the third property of the product 󰂏,

we conclude the last equality.

2 Relation with affine Grassmannians

We work in the same settings as in the previous section. Here we establish
an isomorphism (Theorem 2.12) between the localized equivariant K-group of
Gr (§1.3) and the equivariant K-group of Qrat

G (§1.5), and exhibits an example
(§2.4). The main tool here is the action of level zero nil-DAHA (§1.2).

2.1 Transporting the H-action to C

Proposition 2.1. The H-action of KH(Gr) induces a H-action on C as:

D0(f ⊗ tβ) =
f

1− e−ϑ
⊗ tβ − e−ϑsϑ(f)

1− e−ϑ
⊗ tsϑ(β−ϑ∨) f ∈ C(P )

Di(f ⊗ tβ) =
f

1− eαi
⊗ tβ − eαisi(f)

1− eαi
⊗ tsiβ i ∈ I,β ∈ Q∨

eµ(f ⊗ tβ) = eµf ⊗ tβ µ ∈ P.
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Proof. For i ∈ Iaf , the action of Di on A is the left multiplication of 1
1−eαi ⊗

1− eαi

1−eαi ⊗si (if we understand α0 = −ϑ). Applying to an element f⊗tβu ∈ A

(f ∈ C(P ),β ∈ Q∨, u ∈ W ), we deduce

Di(f ⊗ tβu) =
f

1− eαi
⊗ tβu− eαisi(f)

1− eαi
⊗ tsiβsiu i ∕= 0

D0(f ⊗ tβu) =
f

1− e−ϑ
⊗ tβu− e−ϑsϑ(f)

1− e−ϑ
⊗ s0tβu

=
f

1− e−ϑ
⊗ tβu− e−ϑsϑ(f)

1− e−ϑ
⊗ sϑt−ϑ∨tβu

=
f

1− e−ϑ
⊗ tβu− e−ϑsϑ(f)

1− e−ϑ
⊗ tsϑ(β−ϑ∨)sϑu.

Hence, applying pr yields the desired formula on Di for i ∈ Iaf . Together with
the left multiplication of eλ ⊗ 1, these formulae transplant the H-action from
KH(Gr) to KH(Gr) ∩ C.

Since KH(Gr) = C ∩ KH(Fl), we have C(P ) ⊗CP KH(Gr) ⊂ C. By com-
paring the leading terms of {[Grβ ]}β∈Q∨ ⊂ C with respect to the Bruhat
order (on the second component of C ⊂ A = C(P ) ⊗ CWaf), we derive
C ⊂ C(P ) ⊗CP KH(Gr). It follows that C = C(P ) ⊗CP KH(Gr). Hence,
the above formulae define the H-action on C as the scalar extension of that on
KH(Gr) ⊂ C as required (one can also directly check the relations of H).

Below, we may write the action of Di on C by D#
i to distinguish from the

action on KH(Fl) or A.

Corollary 2.2. Let i ∈ I. Let ξ ∈ C be an element such that D#
i (ξ) = ξ.

Then, ξ is a C-linear combination of

f ⊗ tβ + si(f)⊗ tsiβ f ∈ C(P ),β ∈ Q∨.

Proof. By Proposition 2.1, the action ofD#
i preserves C(P )⊗tβ+C(P )⊗tsiβ for

each i ∈ I and β ∈ Q∨. Hence, it suffices to find a condition that a⊗tβ+b⊗tsiβ
(a, b ∈ C(P )) is stable by the action of D#

i . It reads as:

D#
i (a⊗ tβ + b⊗ tsiβ) =

a− eαisi(b)

1− eαi
⊗ tβ +

b− eαisi(a)

1− eαi
⊗ tsiβ

= a⊗ tβ + b⊗ tsiβ .

This is equivalent to b = si(a) (or si(a+ b) = a+ b in the case of siβ = β) as
required.

Corollary 2.3. Let i ∈ I. Let ξ, ξ′ ∈ C be elements such that D#
i (ξ) = ξ. We

have
D#

i (ξξ′) = ξD#
i (ξ′).
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Proof. By Corollary 2.2, it suffices to prove

D#
i ((f ⊗ tβ + si(f)⊗ tsiβ)g ⊗ tγ) = (f ⊗ tβ + si(f)⊗ tsiβ)D

#
i (g ⊗ tγ)

for every f, g ∈ C(P ) and β, γ ∈ Q∨. We derive as:

D#
i ((f ⊗ tβ + si(f)⊗ tsiβ)g ⊗ tγ) = D#

i (fg ⊗ tβ+γ + si(f)g ⊗ tsiβ+γ)

=
fg

1− eαi
⊗ tβ+γ −

eαisi(fg)

1− eαi
⊗ tsiβ+siγ

+
si(f)g

1− eαi
⊗ tsiβ+γ −

eαifsi(g)

1− eαi
⊗ tβ+siγ

= (f ⊗ tβ + si(f)⊗ tsiβ)(
g

1− eαi
⊗ tγ −

eαisi(g)

1− eαi
⊗ tsiγ)

= (f ⊗ tβ + si(f)⊗ tsiβ)D
#
i (g ⊗ tγ).

This completes the proof.

Lemma 2.4. Let ξ, ξ′ ∈ C be elements such that D#
i (ξ) = ξ for every i ∈ I.

We have
D#

0 (ξξ′) = ξD#
0 (ξ′).

Proof. By Corollary 2.2, we deduce wξw−1 = ξ ∈ A for every w ∈ W . In
particular, we have sϑξsϑ = ξ.

Therefore, it suffices to prove

D#
0 ((f ⊗ tβ + sϑ(f)⊗ tsϑβ)g ⊗ tγ) = (f ⊗ tβ + sϑ(f)⊗ tsϑβ)D

#
0 (g ⊗ tγ)

for every f, g ∈ C(P ) and β, γ ∈ Q∨. We derive as:

D#
0 ((f ⊗ tβ + sϑ(f)⊗ tsϑβ)g ⊗ tγ) = D#

0 (fg ⊗ tβ+γ + sϑ(f)g ⊗ tsϑβ+γ)

=
fg

1− e−ϑ
⊗ tβ+γ −

e−ϑsϑ(fg)

1− e−ϑ
⊗ tsϑβ+sϑ(γ−ϑ∨)

+
sϑ(f)g

1− e−ϑ
⊗ tsϑβ+γ −

e−ϑfsϑ(g)

1− e−ϑ
⊗ tβ+sϑ(γ−ϑ∨)

= (f ⊗ tβ + sϑ(f)⊗ tsϑβ)D
#
0 (g ⊗ tγ).

This completes the proof.

Theorem 2.5. For each β ∈ Q∨
< and i ∈ Iaf , we have

Di([OGrβ ]⊙ ξ) = [OGrβ ]⊙Di(ξ) ξ ∈ KH(Gr).
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Proof. By construction, we have

π∗([OGrβ ]) = DtβDw0 = DiDtβDw0 i ∈ I,

where the second identity follows from ℓ(tβ) = ℓ(sitβ)+1. By Proposition 2.1,

we deduce that r∗([OGrβ ]) satisfies theD
#
i -invariance for each i ∈ I. Therefore,

Corollaries 2.3 and 2.4 imply the result.

Corollary 2.6. For β ∈ Q∨
< and i ∈ Iaf , we have Di = t−β ◦Di◦tβ. In partic-

ular, we have a natural extension of the H-action from KH(Gr) to KH(Gr)loc.

Proof. The first assertion is a direct consequence of Theorem 2.5. As we have
KH(Gr)loc = KH(Gr)[tβ | β ∈ Q∨

<], the latter assertion follows.

2.2 Inclusion as H-modules

Lemma 2.7. Let i ∈ Iaf . For each w ∈ W−
af , we have

Di([OGrw ]) =

󰀫
[OGrsiw

] (siw >∞
2
w)

[OGrw ] (siw <∞
2
w)

.

Proof. By Theorem 1.8 and Corollary 2.6, we can replace [OGrw ] with [OGrwtβ
]

for β ∈ Q∨ such that 〈β,ϖi〉 ≪ 0 for all i ∈ I. Therefore, the assertion
paraphrases Theorem 1.4 and Theorem 1.5 as siw >∞

2
w is equivalent to

siwtβ > wtβ (see (1.1)).

Lemma 2.8. The vector space KH(Gr)loc is a cyclic module with respect to
the action of H ⊗ C[tγ | γ ∈ Q∨] with its cyclic vector [OGr0 ].

Proof. By construction, it suffices to find every {[OGrβ ]}β∈Q∨ in the linear
span of H · {tγ ⊙ [OGr0 ]}γ∈Q∨ . This follows from a repeated application of the
actions of {Di}i∈Iaf and Theorem 1.8 (cf. [31, Theorem 4.6]).

Corollary 2.9. An endomorphism of KH(Gr)loc as a H ⊗ C[tγ | γ ∈ Q∨]-
module is completely determined by the image of [OGr0 ]. ✷

Proposition 2.10. By sending [OGr0 ] 󰀁→ [OQG(e)], we have a unique injective
H-module morphism

KH(Gr)loc ↩→ KH(Qrat
G )

such that twisting by tβ corresponds to the right action of β ∈ Q∨. This map
particularly gives

[OGrutβ
] 󰀁→ [OQG(utβ)] u ∈ W,β ∈ Q∨

<.
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Proof. The comparison of the Di-actions on the basis elements in Lemma 2.7
and Theorem 1.24 implies that we indeed obtain a H-module inclusion, by
enhancing the assignment [OGrutβ

] 󰀁→ [OQG(utβ)] for u ∈ W,β ∈ Q∨
< into a CP -

module homomorphism. We know the actions of tβ and β on the both sides by
Theorem 1.8 and (1.21), that coincide on elements that generates KH(Gr)loc
by the actions of CP and {tβ}β∈Q∨ . Hence, we deduce a H-module embedding
KH(Gr)loc ↩→ KH(Qrat

G ) that intertwines the tβ-action to the right β-action.
Such an embedding must be unique by Corollary 2.9.

Remark 2.11. Lemma 2.7 is a purely combinatorial statement about the com-
parison of two orders on Waf . As a consequence, we obtain an embedding

KGm⋉I(Gr) ↩→ KGm⋉I(Q
rat
G )

of nil-DAHA modules (with a parameter q) that sends [OGrw ] to [OQrat
G (w)] for

each w ∈ W−
af (cf. [43, 47, 37]; see [33] for its further consequences).

2.3 The H-module embedding

Theorem 2.12. We have a H-module embedding

Φ : KH(Gr)loc ↩→ KH(Qrat
G )

such that twisting by tβ corresponds to the right action of β ∈ Q∨,

[OGrutβ
] 󰀁→ [OQG(utβ)] u ∈ W,β ∈ Q∨

<,

and sends the Pontryagin product on the LHS to the tensor product on the
RHS. More precisely, we have: For each i ∈ I and ξ ∈ KH(Gr)loc, it holds

Φ(hi ⊙ ξ) = Hi(Φ(ξ)).

In addition, the image of Φ is precisely the set of finite linear combinations of
Schubert classes, that forms a dense subset of KH(Qrat

G ).

Remark 2.13. 1) It is known that {hi}i∈I, CP , and {tβ}β∈Q∨ generates the
ring KH(Gr)loc. One way to prove it is to apply Proposition 1.29 to ImΦ; 2)
We add an extra Gm-action on KH(Gr) and prove an analogue of Theorem
2.12 in [33] on the basis of the results presented here.

The rest of this subsection is entirely devoted to the proof of Theorem 2.12.
The embedding part of Theorem 2.12 as based H-modules is already proved
in Proposition 2.10. It also implies that the image of this embedding is the set
of finite linear combinations of Schubert classes.

Let i ∈ I. We have an endomorphism Ξ(−ϖi) of KH(Qrat
G ) that commutes

with the right Q∨-action and the left H-action. By Lemma 1.27, the image
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of [OQG(e)] under Ξ(−ϖi) belongs to the image of KH(Gr)loc. In particular,
Ξ(−ϖi) induces a H-module endomorphism of KH(Gr)loc. In particular, Hi

also induces an endomorphism of KH(Gr)loc. We denote the endomorphisms
on KH(Gr)loc induced by Ξ(−ϖi) and Hi by the same letter.

In order to identify the endomorphisms hi⊙ and Hi, it suffices to compare
some linear combination with the well-understood element, namely id. There-
fore, we compare the endomorphisms of KH(Gr)loc (as CP -modules) induced
by

Θi := e−ϖi(id− hi⊙)

and
Ξ(−ϖi) = e−ϖi(id−Hi).

Both the endomorphisms send [OGr0 ] to

e−ϖi([OGrβ ]− [OGrsitβ
])⊙ [OGrtβ

]−1 (β ∈ Q∨
<)

by Proposition 2.10, Corollary 1.9, and Lemma 1.27.
We prove that both of Θi and Ξ(−ϖi) commute with the H ⊗ C[tγ | γ ∈

Q∨]-action. It is Theorem 1.26 for Ξ(−ϖi). Hence, we concentrate on the
action of Θi.

The action of Θi commutes with CP ⊗C[tγ | γ ∈ Q∨] as (KH(Gr)loc,⊙) is
a commutative ring. Thus, Corollary 2.3 and Lemma 2.4 (and Theorem 2.5)
reduces the problem to

Dj(e
−ϖi([OGrβ ]− [OGrsitβ

])) = e−ϖi([OGrβ ]− [OGrsitβ
]) j ∈ I,β ∈ Q∨

<.

If j ∕= i, then we have sjsitβ < sitβ and sjtβ < tβ . Moreover, we have
Dj(e

−ϖi•) = e−ϖiDj(•). It follows that

Dj(e
−ϖi([OGrβ ]− [OGrsitβ

])) = e−ϖiDj([OGrβ ]− [OGrsitβ
])

= e−ϖi([OGrβ ]− [OGrsitβ
]).

If j = i, then we compute as

Di(e
−ϖi([OGrβ ]− [OGrsitβ

])) = e−ϖi+αiDi([OGrβ ]− [OGrsitβ
])

+
e−ϖi − e−ϖi+αi

1− eαi
([OGrβ ]− [OGrsitβ

])

= e−ϖi+αi([OGrβ ]− [OGrtβ
])

+ e−ϖi([OGrβ ]− [OGrsitβ
])

= e−ϖi([OGrβ ]− [OGrsitβ
]).

Hence, Θi defines an endomorphism of KH(Gr) that commutes with the H ⊗
C[tγ | γ ∈ Q∨]-action.

Therefore, Corollary 2.9 guarantees Θi = Ξ(−ϖi) ∈ End(KH(Gr)loc).
From this, we also deduce hi⊙ = Hi ∈ End(KH(Gr)loc) as required.

35



2.4 Example: SL(2)-case

Assume that G = SL(2). We make an identification P+ = Z≥0ϖ, α = 2ϖ,
and Q∨

+ = Z≥0α
∨. We have W = {e, s}. Let t denote the right Q∨-action

on KH(Qrat
G ) (or KGm⋉I(Q

rat
G )) corresponding to α∨, and let q denote the

character of Gm that acts on the variable z (in G((z))) by degree one character
(so-called the loop rotation action).

The Pieri-Chevalley rule for ϖ ([37, Theorem 5.13]) yields the equations:

[OQG(e)(ϖ)] =
1

1− q−1t
(eϖ[OQG(e)] + e−ϖ[OQG(s)])

[OQG(s)(ϖ)] =
1

1− q−1t
(q−1eϖt[OQG(e)] + e−ϖ[OQG(s)]).

Forgetting the extra Gm-action yield:

[OQG(e)(ϖ)] =
1

1− t
(eϖ[OQG(e)] + e−ϖ[OQG(s)])

[OQG(s)(ϖ)] =
1

1− t
(eϖt[OQG(e)] + e−ϖ[OQG(s)]).

Here both of the above equations contain

1

1− t
=

󰁛

m≥0

tm ∈ C[[t]],

that is a formal sum. In particular, our computations here involve infinite
sums.

Inverting this equation yields that

[OQG(e)(−ϖ)] = e−ϖ[OQG(e)]− e−ϖ[OQG(s)]

[OQG(s)(−ϖ)] = −eϖt[OQG(e)] + eϖ[OQG(s)].

Therefore, we obtain

[OQG(e)]− eϖ[OQG(e)(−ϖ)] = [OQG(s)]

[OQG(s)]− eϖ[OQG(s)(−ϖ)] = eαt[OQG(e)] + (1− eα)[OQG(s)].

Applying t−m (m > 0) on the both sides, we have

[OQG(t−mα∨ )]− eϖ[OQG(t−mα∨ )(−ϖ)] = [OQG(st−mα∨ )]

[OQG(st−mα∨ )]− eϖ[OQG(st−mα∨ )(−ϖ)] = eα[OQG(t(1−m)α∨ )] + (1− eα)[OQG(st−mα∨ )].

In other words, we have

H([OQG(t−mα∨ )]) = [OQG(st−mα∨ )]

H([OQG(t−mα∨ )]) = eα[OQG(t(1−m)α∨ )] + (1− eα)[OQG(st−mα∨ )]
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for H ≡ Hi (as we have |I| = 1). By Theorem 2.12, this transplants to

h⊙ [OGrt−mα∨ ] = [OGrst−mα∨ ]

h⊙ [OGrst−mα∨ ] = eα[OGrt(1−m)α∨ ] + (1− eα)[OGrst−mα∨ ]

for h ≡ hi. We have h = [OGrst−α∨ ] ⊙ [OGrt−α∨ ]
−1. By Theorem 1.8, we

conclude

[OGrst−α∨ ]⊙ [OGrt−mα∨ ] = [OGrst−(m+1)α∨ ]

[OGrst−α∨ ]⊙ [OGrst−mα∨ ] = eα[OGrt−mα∨ ] + (1− eα)[OGrst−(m+1)α∨ ].

for m > 0. This coincides with the calculation in [46, (17)].

3 Relation with quantum K-group

We continue to work in the setting of the previous section. In this section,
we establish an isomorphism between the equivariant K-group of Qrat

G (§1.5)
and the equivariant quantum K-group of B (§1.7). The main tool here is the
comparison of §1.4–1.5 and the calculations on the quasi-map spaces (§3.1)
as briefly recalled in §3.3. The passage from the original definition of the K-
theoretic Gromov-Witten correlation functions (§1.6) and the corresponding
quantities on quasi-map spaces is also briefly explained in §3.3 after Givental-
Lee [22] and Braverman-Finkelberg [9].

3.1 Quasi-map spaces

Here we recall basics of quasi-map spaces from [18, 15].
A quasi-map (f,D) is a morphism f : P1 → B together with a Π∨-colored

effective divisor

D =
󰁛

α∨∈Π∨,x∈P1(C)

mx(α
∨)α∨ ⊗ [x] ∈ Q∨ ⊗Z DivP1 with mx(α

∨) ∈ Z≥0,

(3.1)
where the sum is essentially finite, i.e. mx(α

∨) = 0 except for finitely many
x ∈ P1(C). We call D the defect of (f,D). We set [D] := {x ∈ P1(C) |󰁓

α∨∈Π∨ mx(α
∨) > 0} ⊂ P1 and call it the defect locus of (f,D). We remark

that f can be also understood as a rational map defined outside of [D] in view
of the valuative criterion of properness.

We call
󰁓

α∈Π∨ mx(α
∨)α∨ the defect of (f,D) at x ∈ P1(C) (that we denote

by |D|x). Here we define the total defect of (f,D) by

|D| :=
󰁛

α∨∈Π∨,x∈P1(C)

mx(α
∨)α∨ =

󰁛

x∈P1(C)

|D|x ∈ Q∨
+.
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For each β ∈ Q∨
+, we set

Q(B,β) := {(f,D) | a quasi-map s.t. f∗[P1] + |D| = β ∈ H2(B,Z)},

where f∗[P1] is the class of the image of P1 multiplied by the degree of P1 →
Im f . We denote Q(B,β) by Q(β) in case there is no danger of confusion. We
understand that Q(β) = ∅ for β ∈ Q∨ \Q∨

+.

Definition 3.1 (Drinfeld-Plücker data). Consider a collection L = {(ψλ,Lλ)}λ∈P+

of inclusions ψλ : Lλ ↩→ L(λ)⊗COP1 of line bundles Lλ over P1 into the trivial
vector bundles L(λ) ⊗C OP1 equipped with non-trivial G-actions afforded in
§1.1 (as coherent subsheaves). The data L is called a Drinfeld-Plücker data
(DP-data) if the canonical inclusion of G-modules

ηλ,µ : L(λ+ µ) ↩→ L(λ)⊗ L(µ)

induces an isomorphism

ηλ,µ ⊗ id : ψλ+µ(Lλ+µ)
∼=−→ ψλ(Lλ)⊗OP1

ψµ(Lµ)

for every λ, µ ∈ P+.

Theorem 3.2 (Drinfeld, see Finkelberg-Mirković [18]). The variety Q(β) is
isomorphic to the variety formed by isomorphism classes of the DP-data L =
{(ψλ,Lλ)}λ∈P+ such that deg Lλ = 〈w0β,λ〉. In addition, we have

dim Q(β) = dimB+ 2 〈β, ρ〉 .

For each β ∈ Q∨
+ and w ∈ W , we consider two varieties:

Q̊(β) := {(f,D) ∈ Q(β) | 0 ∕∈ [D]} ⊂ Q(β),

Q̊(β, w) := {(f,D) ∈ Q̊(β) | f(0) ∈ OB(w)}.

In case β, γ ∈ Q∨
+, we have a closed embedding

ıγ : Q(β) ∋ (f,D) 󰀁→ (f,D + γ[0]) ∈ Q(β + γ).

We set Q(β, w) := Q̊(β, w) ⊂ Q(β).
For each λ ∈ P , w ∈ W , and β ∈ Q∨

+, we have a G-equivariant line bundle
OQ(β,w)(λ) obtained by the (tensor product of the) pull-backs OQ(β,w)(ϖi) of
the i-th O(1) via the closed embedding

Q(β, w) ↩→
󰁜

i∈I
P(L(ϖi)

∗ ⊗C C[z]≤〈β,ϖi〉), (3.2)
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where we make an identification between the DP-data and the coordinates in
the RHS of (3.2) by using

HomOP1
(Lϖı̄ , L(ϖi)⊗C OP1) ∼= HomOP1

(OP1(〈w0β,ϖi〉), L(ϖi)⊗C OP1)

∼= HomOP1
(OP1(〈w0β,ϖi〉 [∞]), L(ϖi)⊗C OP1)

∼= L(ϖi)⊗C C[z]≤〈β,−w0ϖi〉 i ∈ I.

Here we use an identification L(ϖi)
∗ ∼= L(−w0ϖi) (i ∈ I) in the comparison

of the DP-data and (3.2).
By comparing (3.2) and (1.9), we find an embedding

Q̊(β) ⊂ GO(e) ⊂ QG β ∈ Q∨
+.

In particular, every two (closed) points of Q̊(β) are transferred to each other
by the G[[z]]-action. In the same vein, every two points of Q̊(β, w) ⊂ O(w)
(β ∈ Q∨

+, w ∈ W ) are transferred to each other by the I-action.
We have B = Q(0) by the Plücker embedding. By expanding the map

P1 → B ↩→
󰁜

i∈I
P(L(ϖi)

∗)

into a collection of formal power series L(ϖi)
∗ ⊗ C[[z]] (i ∈ I) using the co-

ordinate variable z on A1 ⊂ P1 that admits a degree one Gm-action, we find
an embedding Q(β) ⊂ QG by (1.10). These result in the closed embeddings
B ⊂ Q(β) ⊂ QG for each β ∈ Q∨

+ such that the line bundles O(λ) (λ ∈ P )
corresponds to each other by restrictions (cf. §1.4 and [34, §4.4]).

The Gm-fixed points in the RHS (3.2) is

󰁜

i∈I

󰀓〈β,ϖi〉󰁊

mi=0

P(L(ϖi)
∗ ⊗C Czmi)

󰀔
∼=

󰁜

i∈I

󰀓〈β,ϖi〉󰁊

mi=0

P(L(ϖi)
∗)
󰀔

(3.3)

by inspection. Since S1 ⊂ C× is Zariski dense, we find that that (3.3) is also
the S1-fixed points of the RHS of (3.2). In view of Theorem 3.2 and (3.2), we
find that the set of S1-fixed points of Q(β) is the disjoint union of B, one for
each 0 ≤ γ ≤ β.

3.2 Factorization structure and its consequences

The contents of this subsection are used only in the next section, and in the
explanation of Theorem 3.8. Hence, this subsection can be safely skipped to
understand Theorem 3.11 and Corollary 3.13 if one can admit Theorem 3.8
without an additional explanation.
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Here we temporarily switch2 to the complex analytic topology in order to
state Theorem 3.3. For each β ∈ Q∨

+, we set Z(β) := Q(β) ∩O(w0) and call it
the zastava space (of degree β). This is an affine open subset of Q(β, w0) that
is stable under the action of (Gm ×B). We set

C(β) :=
󰁜

i∈I
(Cmi/Smi) , where β =

󰁛

i∈I
miα

∨
i

for a Riemann surface C (or a finite set of points), where Sm is the symmetric
group of order m. We note that the space C(β) is the same as the space of
Π∨-colored divisors of degree β on C. We set A1

x := P1 \{x} for a point x ∈ P1

for the sake of notational simplicity, that we may regard it as an open Riemann
surface and an algebraic curve interchangeably.

For each i ∈ I, a point (f,D) ∈ Z(β) defines an element of ui(f,D) ∈
L(ϖi)

∗ ⊗C C[z] through (3.2) for each i ∈ I (up to a scalar multiple), that
also yields a polynomial φi(f,D; z) ∈ C[z] by pairing with the lowest weight
vector of L(ϖi). By examining the roots of φi(f,D; z) (the multiplicity at ∞ is
understood as 〈β,ϖi〉−deg φi(f,D; z)), we obtain the factorization morphism

fβ : Z(β) −→ (A1
0)

(β)

since 0 ∈ P1 is never a root of such polynomials (see e.g. [18, §5.2.2]). By
construction, the point fβ(f,D) ∈ (P1)(β) contains at least 〈|D|x,ϖi〉-copies of
the point x ∈ P1 in the i-th configuration for (f,D) ∈ Z(β). The constant map
c : P1 → B/B ⊂ B yields a point (c,β[∞]) ∈ Z(β), that we refer as the origin
0 of Z(β). The Gm-action attracts every point of Z(β) to the origin.

Theorem 3.3 (Finkelberg-Mirković [18] §6.3.2). Let β,β1,β2 be elements in
Q∨

+ such that β = β1 + β2, and let U1,U2 ⊂ A1
0 be a pair of disjoint complex

analytic open subsets. We have an isomorphism of complex analytic sets

(fβ)−1(U (β1)
1 × U (β2)

2 ) ∼= (fβ1)−1(U (β1)
1 )× (fβ2)−1(U (β2)

2 ),

where U (β1)
1 × U (β2)

2 ⊂ (P1)(β) is a natural inclusion.

Remark 3.4. 1) Theorem 3.3 implies that Z(β), and hence also Q(β), must be
irreducible as an algebraic variety over C (through the projectivity of Q(β) and
the GAGA [60]); 2) In [8, 10], it is established that Z(β) is a normal variety
and the morphism fβ is flat (in the course of their proof of Theorem 4.2).

Remark 3.5. In Theorem 3.3, we can fix a point x = (f,D) ∈ (fβ1)−1(U (β1)
1 )

and take the completion O∧
x of the germ of the analytic structure sheaf of

2Although the whole results are of algebraic nature as recorded in [7, 11], it looks simpler
to present them by their analytic counterparts, see Remark 3.5.
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(fβ1)−1(U (β1)
1 ) at a point x. Theorem 3.3 asserts that SpecO∧

x is the formal
completion of the normal direction of

{x}× (fβ2)−1(U (β2)
2 ) ⊂ Z(β).

In this description, fβ1(x) corresponds to a specific configuration of points in
A1
0, that defines a finite set [D] ⊂ S ⊂ A1

0. Therefore, we can set U2 :=
(A1

0 \S)(β2) as the limiting case. In view of Theorem 3.3, we obtain the locally
ringed spaces and the maps

{x}× (fβ2)−1((A1
0 \ S)(β2)) ⊂ SpecO∧

x × (fβ2)−1((A1
0 \ S)(β2))

℘x−→ Z(β). (3.4)

The algebraic version ([7]) of the factorization map f(β1,β2) is over

󰀓
(A1

0)
(β1) × (A1

0)
(β2)

󰀔
\∆(β1,β2), (3.5)

that is a local covering of A(β)
0 , where ∆(β1,β2) denotes the divisor such that

the first group of configuration of points and the second group of configuration
of points have a common point of A1

0. The analytification of f(β1,β2) is the base

change of fβ from A(β)
0 to (3.5). We have

fβ1(x)× (A1
0 \ S)(β2) ⊂

󰀓
(A1

0)
(β1) × (A1

0)
(β2)

󰀔
\∆(β1,β2).

It follows that the natural map

󰁨℘x : (f(β1,β2))−1(
󰀓
(A1

0)
(β1) × (A1

0)
(β2)

󰀔
\∆(β1,β2)) → Z(β)

factors through the complex analytic map ℘x when we restrict the domain to
(fβ)−1

󰀃
fβ1(x) × (A1

0 \ S)(β2)
󰀄
. Hence, ℘x is the analytification of an algebraic

map amplified by a trivial fiber space structure offered by SpecO∧
x , that is

possible since the formal completion with respect to a maximal ideal is in
common between an algebraic variety and its analytification.

Therefore, we can regard (3.4) as schemes and morphisms between them.
Now the base space fβ1(x)×(A1

0\S)(β2) is a subvariety of (A1
0)

(β). This exhibits
the reason why we need formal completions in the proof of Theorem 4.13, and
why Proposition 3.6 can be useful in its analysis.

Proposition 3.6. Let β, γ ∈ Q∨
+. For each y ∈ Q̊(β), we have a morphism

η : Sy × U ↩→ Q(β + γ),

where 0 ∈ Sy ⊂ Z(γ) and y ∈ U ⊂ Q̊(β) are (complex analytic) open subsets
and ıγ(y) = η(0, y).
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We call Sy in Proposition 3.6 a local transversal slice of Q̊(β) ⊂ Q(β + γ)

along y ∈ Q̊(β).

Proof of Proposition 3.6. We make a swap z 󰀁→ z−1 that acts on the coordinate
of P1 (and hence the origin of a zastava space have defect only at 0 instead of
∞). By convention, Z(β+γ) now consists of quasi-maps (f,D) of degree (β+γ)
such that ∞ ∕∈ [D] and f(∞) ∈ B/B. Since the former is an open condition
and N− × B/B ⊂ B is open dense, we deduce N− × Z(β + γ) ⊂ Q(β + γ) is
also a dense open subset. Since y ∈ Q̊(β), we find that the quasi-map (fy, Dy)
corresponding to ıγ(y) ∈ Q(β + γ) (that we might also denote by y in the
following) satisfies |Dy|0 = γ and |Dy|p = 0 for some p ∈ A1

∞. Let us apply
the action of some ψ ∈ PSL(2,C) on P1 that fixes 0 and send p to ∞. In
addition, we apply some g ∈ G such that gfy(p) ∈ B/B. The actions of ψ and

G preserve Q̊(β) (as 0 ∈ P1 is fixed and the space is G-stable). Thus, we have
ıγ(y) ∈ (ψ−1 × g−1)(N− × Z(β + γ)) ∩ ıγ(Q̊(β)) ⊂ Q(β + γ). In particular, it

suffices to choose ıγ(y) ∈ Z(β + γ) ∩ ıγ(Q̊(β)) to construct a local transversal
slice.

Now we have |Dy|0 = γ and |Dy|∞ = 0. Since the order of common zero
at 0 of the vector valued function ui(f,D) is exactly 〈γ,ϖi〉, we have some
h ∈ N such that hui(f,D), when paired with the lowest weight vector of
L(ϖi), yields zero of order exactly 〈γ,ϖi〉 at 0 (since the N -action on L(ϖi)

∗

is cocyclic to the highest weight vector, we can throw in the lowest z-degree
part into the coefficient of the highest weight vector by the N -action). The
twist by h preserves Z(β + γ), and changes the factorization morphism only.
We employ this modified factorization morphism (that we denote by f) and
define an enhanced version of the factorization morphism

fenh : N− × Z(β + γ) ∋ (h, (f,D)) 󰀁→ f(f,D) ∈ (A∞)(β+γ).

Let us find disjoint open subsets U1,U2 ⊂ A1
∞ such that 0 ∈ U1 and U2 contains

the support of the configuration of points fenh(y) except for 0. By identifying f
with the original factorization morphism, Theorem 3.3 yields an isomorphism

(fenh)−1(U (γ)
1 × U (β)

2 ) ∼= (fγ)−1(U (γ)
1 )×

󰀓
N− × (fβ)−1(U (β)

2 )
󰀔

that defines an open subset of Q(β + γ) such that

(fγ)−1(U (γ)
1 )×

󰀓
N− × (fβ)−1(U (β)

2 )
󰀔
∩ ıγ(Q̊(β)) = {0}×

󰀓
N− × (fβ)−1(U (β)

2 )
󰀔

and y ∈ (fβ)−1(U (β)
2 ) ⊂ N− × (fβ)−1(U (β)

2 ). Now we set

Sy := (fγ)−1(U (γ)
1 ) and U :=

󰀓
N− × (fβ)−1(U (β)

2 )
󰀔

to conclude the assertion.
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Corollary 3.7. Keep the setting of Proposition 3.6 (with possible rearrange-
ment of Sy and U). Let p ∈ P1(C). If y = (f,D) satisfies 0 ∕= p ∕∈ [D], then
we have the following commutative diagram for an arbitrary δ ∈ Q∨

+:

Sy × U 󰈓
󰉳

󰈣󰈣
󰉳 󰉓

id×ı

󰈃󰈃

Q(β + γ)󰉳 󰉓

ı′

󰈃󰈃

Q̊(β)󰉳 󰉓

ı′′

󰈃󰈃

󰈳 󰉓

ıγ
󰉣󰉣

Sy × U × U ′(δ)
∼= 󰈣󰈣 Sy × U(δ) 󰈓

󰉳
󰈣󰈣 Q(β + γ + δ) Q̊(β + δ)󰈳 󰉓

ıγ
󰉣󰉣

such that

Sy × U × {0δ}
∼=−→ ((Sy × U(δ)) ∩ Q(β + γ)) ⊂ Q(β + γ + δ),

where the map ı′ : Q(β + γ) ↩→ Q(β + γ + δ) is obtained by adding the defect
δ[p] to each point, U(δ) ⊂ Q̊(β + δ) is an neighborhood of the image of y in
Q̊(β + δ), U ′(δ) ⊂ Z(δ) is an open neighborhood of the origin 0δ ∈ Z(δ), and ı
and ı′′ are the induced maps.

Proof. In the proof of Proposition 3.6, we can modify the factorization mor-

phism f(β) and U2 if necessary to assume that U2 = U (1)
2 ⊔ U (2)

2 , p ∈ U (2)
2 , and

fβ(y) does not contain a point in U (2)
2 . Then, Theorem 3.3 separates out the

effect of δ[p] as a product factor U ′(δ) isomorphic to an open neighborhood of
(c, δ[p]) ∈ Z(δ) (where c is the constant map to B/B ⊂ B) as required.

In view of Proposition 3.6 and Corollary 3.7, the structure of local transver-
sal slices of the open subset Q̊(β) with respect to ıγ only depends on γ, and
not on the choice of β. We need an analogous local transversal slices inside
Q(β + γ, w) in the course of our proof of Theorem 4.13. The main obstacle
there is that it is not clear whether a local transversal slice exists on the neigh-
borhood of every point of Q̊(β) in a uniform fashion, that is guaranteed by
Theorem 3.3 when w = e. This uniformity is resurrected by identifying the
situation with the (formal completions of the) transversal slices between I-
orbits of Qrat

G by the fact that all the points of Q̊(β) lie on the same G[[z]]-orbit

(note that two points in Q̊(β) are not transferred to each other by the action
of the smaller group G[z] in general as it preserves the defect at P1 \ {0,∞}).

3.3 K-theoretic J-functions and generating functions

In this subsection, we reformulate results provided in Givental-Lee [22] and
Braverman-Finkelberg [8]. Hence, both “theorems” in this subsection are un-
derstood as blends of their results, and their “proofs” are just explanations on
how they work.
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Theorem 3.8. There exists an element J ′(Q, q) ∈ (CP [[q]])[[Q∨
+]]∩C(P, q)[[Q∨

+]]
with the following properties:

1. the composition of maps

(CP [[q]])[[Q∨
+]]

∼= (KG(B)[[q]])[[Q∨
+]] ⊂ (KH(B)[[q]])[[Q∨

+]]

sends J ′(Q, q) to J(Q, q);

2. for each λ ∈ P , we have an identity in (C[q±1]P )[[Q∨
+]]:

Dw0(J
′(Qqλ, q)ew0λJ ′(Q, q−1)) =

󰁛

β∈Q∨
+

χq(Q(β),OQ(λ))Q
β ,

where we understand that Qqλ sends Qβ to Qβq−〈β,λ〉 for each λ ∈ P .

Proof. Theorem 3.8 is proved in [22, §2.2] for the case G = SL(n,C) and is
extended to the case of general G in [8, §1.3]. The discussion in [8, §1.3] seems
to aim to convince readers who are acquainted with [22, §2.2] in the presence
of their main result recorded here as Theorem 4.2. To that end, here we spell
out some portion of the discussions in [22, §2.2] in the setting of the space of
stable maps with the aid of [29], so that it might clarify why the authors of
[8, 9] do not include a detailed discussion about the reasoning of Theorem 3.8
for general G.

By the inclusion Q(β) ⊂ QG, the set of (Gm × H)-fixed points of Q(β) is
in bijection with

{putγ | u ∈ W, 0 ≤ γ ≤ β} ⊂ Waf .

We have ptγ ∈ ıγ(Q̊(β − γ)). In view of Proposition 3.6, we have a (S1 ×H)-
stable analytic open neighborhood U(γ) ⊂ Q(β) of ptγ that is isomorphic to an
open subset of

Nptγ × Z(β − γ)× Z(γ), (3.6)

where the first factor Nptγ is S1-invariant, the (S1 ×H)-action on the second
factor Z(β − γ) is twisted by ẇ0 on H, and the (S1 ×H)-action on the third
factor Z(γ) is twisted by (inv, ẇ0) on (S1 ×H). The factor Nptγ is a Zariski
open dense subset of a connected component of the S1-fixed part of Q(β), that
is isomorphic to B. (Here the reduction of S1 ⊂ Gm enabled us to separate
out the open subset of the image of the factorization map with respect to the
absolute values of the coordinate on P1.) In particular, we can take

U(0) = Q(β) \
󰁞

w>e

Q(β, w)

and it acquires the structure of an algebraic variety with a unique attracting
(Gm × H)-fixed point pt0 in the sense its analytification recovers U(0) as a
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complex analytic space. (The limit of the Gm-action here is toward 0 inside
R>0 ⊂ Gm(R).) Henceforth, we regard U(0) as an algebraic variety in the
following.

We have a rational resolution of Q(β) offered by the space of stable maps
(see Theorem 4.3), that we denote as

πβ : X(β) → Q(β).

We set 󰁨U := π−1
β (U(0)) and C(β) := π−1

β (pt0). Since πβ is the rational
resolution of singularities in our sense (Remark 4.1), we have

󰀃
R•(πβ)∗O󰁨U

󰀄 󰀏󰀏󰀏󰀏
U(0)

∼=
󰀃
(πβ)∗O󰁨U

󰀄 󰀏󰀏󰀏󰀏
U(0)

∼= OU(0)
∼= ON ⊠OZ(β). (3.7)

Here πβ is proper by the definition of the resolution of singularities, and thus
C(β) is a smooth proper orbifold. Note that a smooth proper orbifold that is
locally an algebraic variety defines a normal algebraic variety that admits at
worst quotient singularities. In particular, we have

gchΓ(󰁨U,O󰁨U) = gchΓ(U(0),
󰀃
R•(πβ)∗O󰁨U

󰀄 󰀏󰀏󰀏󰀏
U(0)

) = gchC[N ] · gchC[Z(β)]. (3.8)

Since the Gm-action attracts U(0) to Npt0 , it attracts
󰁨U to N × C(β). By

the Bia󰀀lynicki-Birula theorem (see [4, Theorem 2.5] and [39, Lemma 7]), the
orbifold 󰁨U defines a vector bundle on N × C(β) up to finite group actions that
commute with the (Gm×H)-action, and C(β) is a Gm-invariant smooth proper
orbifold. Let

c : 󰁨U −→ (N × C(β)) −→ C(β)

be the composition of the projection map to the zero section and the second
projection. Since the fibers of c are affine spaces modulo the action of finite
groups, we have R•c∗ = c∗. We have a ◦ πβ = πβ ◦ c, where a is the projection
to pt = SpecC (the structure map). Therefore, we obtain a spectral sequence

Hj(N × Z(β),
󰀃
Ri(πβ)∗O󰁨U

󰀄
) ⇒ Ri+j(πβ)∗

󰀃
c∗O󰁨U

󰀄
,

that degenerates at the E1-stage and whose output is concentrated in degree
0. Thus, we decompose c∗O󰁨U with respect to the Gm-degree to obtain a family
of coherent sheaves

c∗O󰁨U = C[N ]⊗
󰁐

m≥0

Fm

on C(β) such that 󰁐

m≥0

Γ(C(β),Fm) = C[Z(β)].

45



Thus, we can calculate C[N ×Z(β)] as the space of sections of OU in two ways,
one is over 󰁨U, and the other is over C(β).

Now we apply the Kawasaki localization theorem [38] for differential orb-
ifold to the LHS of (3.8) by reinterpreting the localization factors on 󰁨U as the
weighted sum of these of C(β), whose twists are coming from the characters
of the fibers of vector bundles obtained from local resolutions of {Fm}m and
C[N ], to obtain:

󰁛

r

1

∆(p′r)
=

󰁛

r

gchC[N ]

∆′(p′r)
= gchC[N ] · gchC[Z(β)], (3.9)

where {p′r}r ⊂ C(β) is the set of complete representatives of the connected
components of their (Gm × H)-fixed locus, and ∆(p) and ∆′(p) denotes the
(orbifold) localization factors of X(β) and (N\󰁨U) along p, respectively.

We compare this calculation with the sum of the collection of terms in
the localization calculation of the shift operators Ai(q) for line bundles in [29,
Proposition 2.13 and its proof]. We have

X(β) ∼= 󰁩ev−1
1 (0×B) ∩󰁩ev−1

2 (∞×B) ⊂ GB2,β .

Thus, the localization computations on X(β) can be performed on GB2,β with
an extra factor (1 − q)(1 − q−1). This is included in the numerator of the
first display formula of [29, Proof of Proposition 2.13], and cancels out with
the corresponding factor in the denominator. By setting t = 0 and taking
the extra localization with respect to the additional H-action, we identify the
most LHS of (3.9) with the portion of the first display formula [29, Proof of
Proposition 2.10] summing up the localization factors of the (B−-fixed) Gm-
attracting fixed points. This yields

󰁛

β∈Q∨
+

QβgchC[Z(β)] =
󰁛

β∈Q∨
+

Qβ
󰁛

r

1

∆′(p′r)
= T ([OB]) = J ′(Q, q−1), (3.10)

that belongs to C(P, q)[[Q∨
+]] by the expression in the second term, and belongs

to CP [[q−1]][[Q∨
+]] by the expression in the first term. This yields the first

assertion.
We have

󰁛

β∈Q∨

Qβχq(Q(β),OQ(β)(λ)) =
󰁛

β∈Q∨

Qβχq(X(β),π
∗
βOQ(β)(λ)) (3.11)

= χ(B, J ′(Qqλ, q) · ew0λ · J ′(Q, q−1))

= Dw0(J
′(Qqλ, q) · ew0λ · J ′(Q, q−1)),

where the first equality is the property of rational resolutions, and the second
equality is obtained by the substitution of (3.10) into the second display for-
mula [29, Proposition 2.13], presented there for the case λ = −ϖi and using
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the original definition (1.24) of T ([OB]). This implies the second assertion (see
also [9, Lemma 5]).

For 󰂓n = (n1, . . . , nr) ∈ Zr
≥0, we set x󰂓n := xn1

1 · · ·xnr
r . For λ ∈ P , we set

λ[󰂓n] := λ+
󰁓r

i=1 niϖi.

Theorem 3.9. For each
󰁓

β∈Q∨
+,󰂓n∈Zr

≥0
fβ,󰂓n(q)x

󰂓nQβ ∈ (CP [q±1, x1, . . . , xr])[[Q
∨
+]]

such that

󰁛

β∈Q∨
+,󰂓n∈Zr

≥0

fβ,󰂓n(q)⊗R(G)

󰀳

󰁃
r󰁜

j=1

(p−1
i qQi∂Qi )−ni

󰀴

󰁄QβJ(Q, q) = 0, (3.12)

we have the following equalities:

󰁛

β∈Q∨
+,󰂓n∈Zr

≥0

fβ,󰂓n(q)q
−〈β,λ[󰂓n]〉χq(Q(γ − β),OQ(λ[󰂓n])) = 0 λ ∈ P+, γ ∈ Q∨

+.

Proof. The assertion is [22, §4.2] (see also [9, Lemma 5] and [10, §5]), that
employs the localization theorem applied to a resolution of Q(β), such as the
Laumon spaces (when G = SL(n,C)) or GB0,β (cf. §4.1).

Here we give an alternative proof (it depends on the argument in the previ-
ous paragraph through Theorem 3.8, though). We can substitute Q with Qqλ

in (3.12) multiplied with
󰁔

i∈I p
−mi
i for λ =

󰁓
i∈Imiϖi, that is identified with

ew0λ through the isomorphism KG(B) ∼= KB(pt) ∼= CP . By factoring out the
effect of additional powers of q coming from qQi∂Qi ’s, we derive a formula

󰁛

β∈Q∨
+,󰂓n∈Zr

≥0

fβ,󰂓n(q)⊗R(G) q
−〈β,λ[󰂓n]〉QβJ ′(Qqλ[󰂓n], q)ew0(λ[󰂓n]) = 0.

Applying Theorem 3.8 2), we conclude the desired equation.

3.4 Identification of defining equations

The following identity reflects of the fact that
󰁖

β∈Q∨
+
Q(β) is a Zariski dense

subset of QG:

Proposition 3.10. For each λ ∈ P , we have

lim
β→∞

χq(Q(β),OQ(β)(λ)) = gchH0(QG,OQG
(λ)) ∈ Z[[q−1]]P, (3.13)

where the limit in the LHS means the coefficient of each q•e• stabilizes. In
addition, each coefficient of the LHS is valued in Z≥0, and increases monoton-
ically as β grows with respect to ≤ when λ ∈ P+.
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Proof. The limit in (3.13) exists, and it gives the character of the (dual of the)
global Weyl module by [9, §4.2] and [10] (here we work with quasi-map spaces,
and particularly use Theorem 3.8 2)). This is the same as the character of the
RHS of (1.14), computed within the theory of semi-infinite flags ([34]), and
hence we conclude the equality. The last part of the assertion follows from [34,
Corollary C], that is recorded as Theorem 4.4 3).

Theorem 3.11. We have a unique CP -linear isomorphism

Ψ : qKH(B)loc −→ KH(Qrat
G )

such that:

(a) We have Ψ([OB]) = [OQG
];

(b) For each i ∈ I, we have Ψ ◦ ai = Ξ(−ϖi) ◦Ψ;

(c) For each β ∈ Q∨ and κ ∈ qKH(B)loc, we have Ψ(Qβκ) = tβΨ(κ).

In addition, we have Ψ(qKH(B)) ⊂ KH(QG).

Remark 3.12. Our proof of Theorem 3.11 says that Ψ is actually the q = 1
specialization of a dense embedding

Ψq : C[q±1]⊗C qKH(B)loc −→ CQ∨ ⊗CQ∨
+

󰁨K(QG)

such that Ψq ◦Ai(q) = Ξq(−ϖi)◦Ψq (i ∈ I), where Ξq(−ϖi) denotes the tensor
product of OQrat

G
(−ϖi) in the Gm-equivariant setting (see Theorem 1.25).

Proof of Theorem 3.11. For each i ∈ I, we have

Ai(q)
−1 ∈ pi +

󰁛

0 ∕=β∈Q∨
+

bi,β(q)Q
β bi,β(q) ∈ C[q−1]⊗ EndCPKH(B) (3.14)

as an operator acting on C[q±1]⊗KH(B) (Theorem 1.37) extended to the whole
qKGm×H(B) by (1.28). The linear space qKGm×H(B) contains a subspace

K := (CP [q−1, A1(q)
−1, . . . , Ar(q)

−1])[[Q∨
+]] · [OB] ⊂ qKGm×H(B).

We know that CP and {pi}i∈I generates KH(B) via the classical product.
Hence, a CP [q−1]-linear combination of arbitrary monomials of (3.14) yields

[OB(w)]Q
β ∈ K w ∈ W,β ∈ Q∨

+,

by first making the constant part with respect to {Qi}ri=1, and then removing
unnecessary higher degree terms with respect to {Qi}i inductively. From this,
we find

K ∼= (C[q−1]⊗KH(B))[[Q∨
+]] (3.15)
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since Ai(q)
−1 (i ∈ I) defines an endomorphism of the RHS by (3.14). We

consider a CP [q−1]-linear functional

F λ
β : K −→ C[q±1]P

depending on λ ∈ P and β ∈ Q∨
+ defined as

󰁛

β∈Q∨
+

F λ
β

󰀓󰀃 r󰁜

i=1

Ai(q)
−mi

󰀄
([OB])

󰀔
Qβ =

󰁛

β∈Q∨
+

χq(Q(β),OQ(β)(λ+
󰁛

i∈I
miϖi))Q

β

= Dw0(J
′(Qqλ+

󰁓
i∈I miϖi , q) · ew0(λ+

󰁓
i∈I miϖi) · J ′(Q, q−1)) (3.16)

for each {mi}ri=1 ∈ Zr
≥0, where we used Theorem 3.8 in the second equality. By

(3.15), the equation (3.16) determines F λ
β uniquely if we additionally require

the skew CQ∨
+-linearity condition

F λ
β (Q

γκ) = q−〈γ,λ〉F λ
β−γ(κ)Q

γ λ ∈ P,β, γ ∈ Q∨
+,κ ∈ K, (3.17)

that arises from (1.28) and the compatibility with the shift operators:

F λ
β (A

−1
i (q)(κ)) = F λ+ϖi

β (κ) λ ∈ P,β ∈ Q∨, i ∈ I,κ ∈ K.

Claim A. For each κ ∈ K, we have

F λ(κ) := lim
β→∞

F λ
β (κ) ∈ CP [[q−1]] λ ∈ P++.

Proof. We first prove the assertion for

(

r󰁜

i=1

Ai(q)
−mi)([OB]Q

γ) ∈ K {mi}ri=1 ∈ Zr
≥0, γ ∈ Q∨

+.

Since the effect of the shift operators can be absorbed by the choice of λ ∈ P++,
it suffices to prove

F λ([OB]Q
γ) = lim

β→∞
F λ
β ([OB]Q

γ) ∈ q−〈γ,λ〉C[[q−1]]P (3.18)

for each λ ∈ P++ and γ ∈ Q∨
+. By (3.16) and (3.17), this is equivalent to see

lim
β→∞

χq(Q(β),OQ(β)(λ)) ∈ C[[q−1]]P (3.19)

for each λ ∈ P++, that follows from Proposition 3.10.
Now we prove the assertion for a general element

κ =
󰁛

β∈Q∨

fβ([OB]Q
β) ∈ K fβ ∈ CP [q−1, A1(q)

−1, . . . , Ar(q)
−1],
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where the sum is understood to be formal. By (3.18), we have

F λ(fβ([OB]Q
β)) ∈ q−〈ρ,β〉CP [[q−1]] λ ∈ P++.

Here the convergence of each coefficient is absolute in Proposition 3.10 for
λ ∈ P++. Hence, we conclude F λ(a) ∈ CP [[q−1]] from the fact that we have
finitely many contributions to the coefficient of each power of q.

We return to the proof of Theorem 3.11. Thanks to Claim A, we have the
following diagram:

K

F •

󰈃󰈃

󰈣󰈣❴❴❴❴❴ 󰁨K ′(QG)
󰁨Θ

󰉬󰉬󰂹󰂹
󰂹󰂹
󰂹󰂹
󰂹󰂹
󰂹󰂹
󰂹

Θ
󰈃󰈃

FunP 󰈣󰈣 FunP /Fun
neg
P

, (3.20)

where we set F •(a) := [P++ ∋ λ 󰀁→ F λ(a)]. Assume that we have a CP [q−1]-
linear map Ψ′

q that realizes the dashed arrow in (3.20) and makes the diagram
(3.20) commutative. Let Ξq(λ) (λ ∈ P ) denote the tensor product operation

in 󰁨K ′(QG) in Theorem 1.25. By Proposition 3.10 and (3.16) (for the first
two equalities), and the comparison of (3.17) and Theorem 1.14 (for the third
equality), we have necessarily

Ψ′
q([OB]) = [OQG

], Ψ′
q ◦Ai(q) = Ξq(−ϖi) ◦Ψ′

q (i ∈ I), and

Ψ′
q(Q

βκ) = tβΨ
′
q(κ) (κ ∈ K,β ∈ Q∨

+), (3.21)

respectively. These properties yield an assignment rule that definesΨ′
q uniquely

by the CP [q−1]-linearity and the skew C[[Q∨]]-linearity if it is well-defined.
In order to guarantee that Ψ′

q is well-defined, it suffices to write down all

relations in K and see that the map (󰁨Θ ◦ Ψ′
q) yields relations of 󰁨K ′(QG) (i.e.

elements of FunnegP ).
By (3.15), we have

Ai(q)
−1([OB(λ)]) =

󰁛

w∈W,β∈Q∨
+

cw,β
i (λ)[OB(w)]Q

β cw,β
i (λ) ∈ C[q−1]P,

where we understand the RHS to be a formal sum. (It follows that all the
relations of qKH(B) are obtained as the q = 1 specialization of an expression
of 0 ∈ K.) We present a general element of K as:

f([OB]), where f =
󰁛

β∈Q∨
+,󰂓n∈Zr

≥0

fβ,󰂓n(q)x
󰂓nQβ ∈ (CP [q−1, x1, . . . , xr])[[Q

∨
+]]

(where xi acts by Ai(q)
−1 for each i ∈ I). The equations of the form

f(q, q−Q1∂Q1p1, . . . , q
−Qr∂Qr pr, Q)J(Q, q) = 0,
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yield all representatives of 0 ∈ K by Theorem 1.33. By Theorem 3.9, we
conclude

󰁛

β∈Q∨
+,󰂓n∈Zr

≥0

fβ,󰂓n(q)q
−〈β,λ[󰂓n]〉χq(Q(γ − β),OQ(γ−β)(λ[󰂓n])) = 0 λ ∈ P, γ ∈ Q∨

+.

(3.22)
The equation (3.22) is equivalent to

F λ
γ (f(q, A1(q)

−1, . . . , Ar(q)
−1, Q)([OB])) = 0

by (3.16) and (3.17). We have

Ψ′
q(f([OB])) =

󰁛

β∈Q∨
+,󰂓n∈Zr

≥0

fβ,󰂓n(q)[OQ(tβ)(

r󰁛

i=1

niϖi)]

by the required properties (3.21) of Ψ′
q. Since the convergence in Proposition

3.10 is coefficientwise and absolute for λ ∈ P++ (and the same reasoning as in
the last step of the proof of Claim A), the equality (3.22) implies the numerical
identity

󰁛

β∈Q∨
+,󰂓n∈Zr

≥0

fβ,󰂓n(q)gchH
0(Q(tβ),OQ(tβ)(λ[󰂓n])) = 0 λ ∈ P++.

In particular, we derive

(󰁨Θ ◦Ψ′
q)(f([OB])) = 󰁨Θ(

󰁛

β∈Q∨
+,󰂓n∈Zr

≥0

fβ,󰂓n(q)[OQ(tβ)(

r󰁛

i=1

niϖi)]) ∈ FunnegP .

Thus, we find that the map Ψ′
q is well-defined.

The specialization q = 1 is possible on CP [q−1, A1(q)
−1, . . . , Ar(q)

−1] (as in
§1.7). Since theQβ-coefficient (β ∈ Q∨

+) of an element of (CP [q−1, A1(q)
−1, . . . , Ar(q)

−1])[[Q∨
+]]

is a polynomial of the Qγ-coefficients (0 ≤ γ ≤ β) of Ai(q)
−1 (i ∈ I) with CP -

coefficients, we deduce that the q = 1 specialization of K is possible.
In particular, the q = 1 specialization of Ψ′

q yields

󰁛

β∈Q∨
+,󰂓n∈Zr

≥0

fβ,󰂓n(1)[OQ(tβ)(−
r󰁛

i=1

niϖi)] = 0 ∈ KH(QG).

This induces a unique CP -linear morphism Ψ′ : qKH(B) −→ KH(QG) which
satisfies the required properties from (3.21). Using the right actions of Q∨ on
the both sides, we extend Ψ′ to

Ψ : qKH(B)loc ≡ qKH(B)⊗CQ∨
+
CQ∨ −→ KH(QG)⊗CQ∨

+
CQ∨ → KH(Qrat

G )
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by scalar extension with keeping the required properties.
By Proposition 1.29, the map Ψ is surjective. It must be injective as the

both sides are free modules of rank |W | over the Noetherian rings

CP ⊗ (CQ∨ ⊗CQ∨
+
C[[Q∨

+]])
∼=−→ CQ∨ ⊗CQ∨

+
R

identified through Ψ′ (see Lemma 1.23). We deduce Ψ(qKH(B)) ⊂ KH(QG)
by the property of Ψ′.

Corollary 3.13. We have a CP -module isomorphism

Ψ : qKH(B)loc
∼=−→ KH(Qrat

G ),

that sends [OB] to [OQG
], quantum product of a line bundle OB(−ϖi) (i ∈ I)

to the tensor product of OQrat
G
(−ϖi), and the multiplication by Qβ to the right

Q∨-action of β for each β ∈ Q∨.

Proof. Combine Theorem 3.11 and Theorem 1.35 (cf. Theorem 1.36).

4 Schubert classes under Ψ and consequences

Keep the setting of the previous sections. Here we show that the map Ψ in-
troduced in Theorem 3.11 respects the classes of Schubert varieties (Theorem
4.17). This, together with Theorem 2.12 and Theorem 3.11, yields Corollary
4.21, a conjecture by Lam-Li-Mihalcea-Shimozono (Corollary 4.20), and con-
sequently the finiteness of the quantum K-group of B (Corollary 4.22). We
also offer the finiteness of the shift operators (Corollary 4.19), that is used in
[2]. As we reduce the computations of K-theoretic Gromov-Witten correla-
tion functions to the Euler-Poincaré characteristic of certain coherent sheaves
on quasi-map spaces, we need to guarantee that the higher direct images in-
volved are identically zero. This follows once the singularities appearing in
the construction are all rational (Theorem 4.13). However, even with the nor-
mality of Q(β, w) (see §3.1 and §4.1) established in [34], proving rationality
of singularities of Q(β, w) are not straight-forward as the candidates of their
resolutions, certain subvarieties of GB2,β in §1.6 (defined in §4.1), are far from
well-understood. To overcome this difficulty, we establish a “decomposition
theorem” of the singularities involved (Corollary 4.8), that makes it possible
to explore the structure of singularities by induction (Theorem 4.12 and its
proof). It is interesting to see that the core of the proof of Corollary 4.8 lies
on the factorization property (§3.2), that is tightly connected to a realization
of quantum groups ([15]).

52



4.1 Graph spaces and quasi-map spaces

A variety Y is said to have rational singularities if there exists a resolution
of singularities g : Z → Y that satisfies g∗OZ

∼= OY and R>0g∗OZ
∼= {0}

([41, Theorem 5.10]). This is equivalent to assume that all the resolutions of
singularities of Y have the same property ([loc. cit.]).

By the theorem on formal functions ([27, II §11]), the rationality of singu-
larities on a normal variety (i.e. the vanishing of the higher direct images of
the structure sheaf from a resolution) is detected by its completion. There-
fore, in case Y is a normal variety with its (not necessarily closed) point y, we
say the completion of Y along y has a rational singularity3 if Y has a ratio-
nal singularity along y. Thanks to Boutot’s theorem [6], this is equivalent to
requiring that the formal completion of the local ring OY,y has only rational
singularity as the formal completion of a local noetherian ring is faithfully flat
([61, Lemma 00MC]), and hence is universally injective ([61, Lemma 05CK]),
that implies purity in the sense of [6, Definition 1].

Remark 4.1. Theorem 4.2 and other assertions about the rational resolutions
of singularities f : X → Y are used only to ensure f∗OX

∼= OY and R>0f∗OX
∼=

{0} below. To this end, it suffices to assume that f is a birational projective
morphism and X has only rational singularities (or quotient singularities by
[41, Proposition 5.15]) as we can replace X with its resolution of singularities.

We have a morphism πn,β : GBn,β → Q(β) (n ∈ Z≥0,β ∈ Q∨
+) that factors

through GB0,β (Givental’s main lemma [23]; see [15, §8] and [19, §1.3]). We
define

OGBn,β
(λ) := π∗

n,βOQ(β)(λ) λ ∈ P. (4.1)

Theorem 4.2 (Braverman-Finkelberg [8, 9, 10]). The morphism π0,β is a
rational resolution of singularities. ✷

We note that GBn,β is irreducible ([62, 39]).
Let X(β) denote the subvariety of GB2,β consisting of the stable maps whose

first marked point projects to 0 ∈ P1, and whose second marked point projects
to ∞ ∈ P1 through the projection of a genus zero domain curve C to the main
component C0

∼= P1. Let us denote the restriction of evi (i = 1, 2) to X(β) by
the same letter. By Theorem 4.2, X(β) also gives a resolution of singularities
πβ : X(β) → Q(β). The following is a result of Buch-Chaput-Mihalcea-Perrin
[12]:

Theorem 4.3 ([12] Corollary 3.8, cf. [34] Theorem 5.1). The variety

ev−1
1 (B(w)) ∩ ev−1

2 (Bop(v)) ⊂ X(β)

3As far as the author understands, the study of local rings with rational singularities (in
characteristic 0) have been recognized as a fruitful research topic at least after [26, 55]. A
reader who is unfamiliar to this topic is recommended to consult [55, Introduction].
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is irreducible, normal, and has rational singularities (that we denote by X(β, w, v))
for each w, v ∈ W . ✷

We remark that X(β) = X(β, e, w0). We set X(β, w) := X(β, w, w0) and
Q(β, w, v) := πβ(X(β, w, v)) ⊂ Q(β, w). Then, the map πβ restricts to a (Gm×
H)-equivariant birational proper map

πβ,w,v : X(β, w, v) → Q(β, w, v)

by [34, §5.2]. We denote πβ,w,w0 by πβ,w for simplicity. Let OX(β,w,v)(λ) denote
the restriction of OGB2,β

(λ) to X(β, w, v) for each λ ∈ P .
The space Q(β, w, v) is called the Richardson variety of Qrat

G in [34] (see
also Remark 1.12). In particular, we have

Q(β, w, v) = Ipw ∩ I−pvtβ = QG(w)∩Q−
G(vtβ) ⊂

󰁜

i∈I
P(L(ϖi)

∗ ⊗C((z))) (4.2)

by [34, §4.1] (that defines the third term) and [34, Proposition 5.3] (that iden-
tifies the third term with Q(β, w, v)). We have

dim Q(β, w, v) = 2 〈β, ρ〉 − ℓ(w) + ℓ(v) (4.3)

and Q(β, w, v) ∕= ∅ if and only if w ≥∞
2
vtβ by [34, Corollary 5.4].

Let us gather several results on Q(β, w, v) from various places in [34]:

Theorem 4.4 ([34]). For each w, v ∈ W and β ∈ Q∨
+, we have:

1. (Theorem 5.20) The variety Q(β, w, v) is normal;

2. (Theorem 4.33) For each λ ∈ P+, we have

H>0(Q(β, w, v),OQ(β,w,v)(λ)) = {0};

3. (Theorem 4.33) For β′ ∈ Q∨
+ such that β < β′ and λ ∈ P+, the natural

restriction map

H0(Q(β′, w),OQ(β′,w)(λ)) −→ H0(Q(β, w),OQ(β,w)(λ))

is surjective;

4. (Proposition 4.39 and §5.2) Let i ∈ I be such that siw < w and siv < v.
Then, the variety Q(β, w, v) is Bi-stable, and we have an inflation map
πi : SL(2, i)×Bi Q(β, w, v) → Q(β, siw, v). We have

R•(πi)∗OSL(2,i)×BiQ(β,w,v)
∼= OQ(β,siw,v);
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5. (Proposition 4.39 and Lemma 4.6) Assume that sϑw > w and sϑv > v.
Then, the variety Q(β, w, v) admits a B0-action and we have an inflation
map

π0 : SL(2, 0)×B0 Q(β, w, v) → Q(β − w−1ϑ∨, sϑw, v).

We have R•(π0)∗OSL(2,0)×B0Q(β,w,v)
∼= OQ(β−w−1ϑ∨,sϑw,v).

For each β ∈ Q∨
+, w, v ∈ W , we consider the open subset Q̊(β, w, v) ⊂

Q(β, w, v) consisting of quasi-maps defined at 0 ∈ P1 (i.e. have no defect at 0)
and their values at 0 belong to OB(w). The variety Q(β, w, v) is decomposed
as

Q(β, w, v) =
󰁊

0≤β′≤β

󰁊

w′ ∈ W
w ≥∞

2
w′tβ′

Q̊(β − β′, w′, v),

where the inclusion map is given by the restriction of the map ıβ′ to Q(β −
β′, w′, v) ⊂ Q(β − β′), that lands on Q(β, w, v) by (4.2). We have Q̊(β, w) =
Q̊(β, w, w0), and Q̊(β) = GQ̊(β, w) for every w ∈ W .

4.2 Formal neighborhoods of Bruhat cells

For two (affine) schemes X and Y such that Y is the spectrum of a complete
local ring (and hence has a unique closed point 0 ∈ Y), we denote by X 󰁥×Y
the formal completion of X×Y along the point X× 0.

This is a particular instance of the spectrums of (admissible) formal com-
pletions for general commutative rings explained in [24, Chap 0 §7] (see also
[24, §10]). Here localization commutes with taking the formal completions ([24,
Chap 0 Corollaire 7.6.3]). It is clear from the definition that the ring quotients
commute with the formal completions. By [24, Chap 0 (7.6.11)], we can glue
formal completions of an affine open covering {Ui}i of a scheme X with respect
to their closed subschemes {Zi}i such that Zi = (Z∩Ui) for a closed subscheme
Z ⊂ X to obtain the formal completion of X along Z. It follows that if Z is
irreducible and each Ui defines a trivial algebraic fiber bundle over Zi, then the
resulting formal completion admits the structure of a locally trivial algebraic
fiber bundle. In particular, we can glue a collection of schemes {Xi󰁥×Y}i along
{Xi}i to obtain X󰁥×Y for X =

󰁖
iXi.

Lemma 4.5. Let β, γ ∈ Q∨
+. For each y = (f,D) ∈ Q̊(β), the complex analytic

map in Proposition 3.6 induces a morphism

ηalg : S∧
y × U −→ Q(β + γ),

where S∧
y is the formal completion of the complex analytic open subset 0 ∈

Sy ⊂ Z(γ), y ∈ U ⊂ Q̊(β) is an algebraic open subset, and ıγ(y) = η(0, y). In
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addition, the map ηalg satisfies the following diagram:

S∧
y × U 󰈣󰈣
󰉳 󰉓

id×ı

󰈃󰈃

Q(β + γ)󰉳 󰉓

ı

󰈃󰈃
S∧
y × U(δ) 󰈣󰈣 Q(β + γ + δ)

,

where ı is the map adding the defect δ[p] such that 0 ∕= p ∕∈ [D], and U(δ) ⊂
Q̊(β + δ) is an open subset such that U(δ) ∩ Q̊(β) = U for each δ ∈ Q∨

+.

Proof. The passage from Theorem 3.3 to Remark 3.5 (3.4) applies to (the
proofs of) Proposition 3.6 and Corollary 3.7.

Lemma 4.6. Let β ∈ Q∨
+. Let C[Z(β)]≤−m denote the Gm-degree (≤ −m)-

parts of C[Z(β)] for each m ∈ Z≥0. We have an isomorphism of rings

C[Z(β)]∧0 ∼=
󰁜

m≥0

󰀕
C[Z(β)]≤−m

C[Z(β)]≤−(m+1)

󰀖
,

where the multiplication of the LHS is that of the completion, and the multi-
plication of the RHS is that of the associated graded of a decreasing filtration
{C[Z(β)]≤−m}m. This isomorphism is also B-equivariant.

Proof. The ring C[Z(β)] is Gm-stable, its grading is concentrated in ≤ 0, and
the degree 0-part is C. We consider the (Gm×H-stable) ideals C[Z(β)]≤−m ⊂
C[Z(β)] consisting of functions of degree ≤ −m for each m ∈ Z≥0. Let m0 ⊂
C[Z(β)] be the maximal ideal corresponding to 0. Since C[Z(β)] is of finite
type, we have

m0 = C[Z(β)]≤−1, and C[Z(β)]≤−Nj ⊂ (m0)
j ⊂ C[Z(β)]≤−j j ∈ Z≥0,

whereN is the largestGm-degree among the homogeneous generators of C[Z(β)].
Thus, two sequences of ideals

mj
0 and C[Z(β)]≤−j j ∈ Z≥0

induce equivalent linear topologies on C[Z(β)]. In particular, we have an iso-
morphism of rings ([24, Chap. 0, Proposition 7.1.4])

C[Z(β)]∧0 ∼=
󰁜

m≥0

󰀕
C[Z(β)]≤−m

C[Z(β)]≤−(m+1)

󰀖
,

where the multiplication of the LHS is that of the completion, and the multi-
plication of the RHS is that of the associated graded of a decreasing filtration
{C[Z(β)]≤−m}m. This identification is also B-equivariant since the Gm-action
commutes with the B-action.
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Proposition 4.7. Let β ∈ Q∨
+. The formal completion N of QG along O(tβ)

is isomorphic to
N ∼= O(tβ) 󰁥× SpecC[Z(β)]∧0 . (4.4)

Proof. We have an embedding QG(tβ) ⊂ QG as schemes of infinite type,
equipped with the I-action. In particular, we have a sheaf I of ideals of
QG(tβ) in OQG

. The completion of OQG
with respect to I yields the infinites-

imal neighborhood N+ of QG(tβ) in QG, that restricts to the infinitesimal
neighborhood N of O(tβ). Since O(tβ) is an affine scheme, N is also affine.
Let us employ sections {φu,i}u,i from §1.4 and impose additional relations
φu,i/φtβ ,i = 0 for each (u, i) ∈ S−(w0tβ) on

C[N] ⊃
󰁛

i∈I
Γ(QG,O(ϖi))φ

−1
tβ ,i

−→
󰁛

i∈I
Γ(QG(tβ),O(ϖi))φ

−1
tβ ,i

⊂ C[O(tβ)],

and consider their reduced quotients. By Lemma 1.16, these equations cut
out (Q(β) ∩N) set-theoretically. This construction factors through the formal
completion of Q(β+γ) along ıβ(Q̊(γ)) for an arbitrary γ ∈ Q∨

+ in view of (4.2).

By Lemma 4.5, the completion of Q(β + γ) along ıβ(Q̊(γ)) yields the product
of the spectrum of the formal completion of C[Z(β)] along the origin 0 and an
open neighborhood of the (Gm ×H)-fixed point ptβ ∈ QG in ıβ(Q̊(γ)) ⊂ QG.
Thus, we conclude an isomorphism

C[N]⊗C[O(tβ)]
C[O(tβ)]

mtβ

= C[N]⊗C[O(tβ)] Cptβ
∼= C[Z(β)]∧0 ,

where mtβ ⊂ C[O(tβ)] denote the maximal ideal corresponding to ptβ .
By Lemma 4.6, we have

C[Z(β)]∧0 ∼=
󰁜

m≥0

󰀕
C[Z(β)]≥m

C[Z(β)]≥(m+1)

󰀖
,

where C[Z(β)]≥m is C[Z(β)]≤−m in Lemma 4.6 since theGm-grading is opposite
by convention. This identification is also B−-equivariant (instead of B, due to
the choice of ptβ as the origin).

Here, O(tβ) admits a free homogeneous action by a pro-unipotent subgroup
of I (namely H[[z]]1N [[z]], where H[[z]]1 = ker (H[[z]] → H), see e.g. [34, §4.2]).
The scheme N also admits a Gm ⋉ I-action. Thus, we use the B[[z]]-action to
construct a map

(Gm ⋉B[[z]])×(Gm×H) SpecC[Z(β)]∧0 −→ N (4.5)

such that the zero section maps isomorphically to O(tβ). In the LHS of (4.5),
the formal completion and the (suitable) associated graded are still isomorphic
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as the effect of (Gm ⋉ B[[z]]) ×(Gm×H) • to the coordinate ring is just to take
the (completed) tensor product with C[H[[z]]1N [[z]]].

We take a (Gm ×H)-stable ambient space

0 ∈ Z(β) ⊂ S :=
󰁜

i∈I

󰀃
φtβ ,i + L(ϖi)

∗ ⊗ C[z]<〈β,ϖi〉
󰀄
⊂

󰁜

i∈I
P(L(ϖi)

∗ ⊗ C[[z]])

of Z(β). The map (4.5) can be also obtained as the formal completion of the
map

(Gm ⋉B[[z]])×(Gm×H) S −→
󰁜

i∈I
P(L(ϖi)

∗ ⊗ C[[z]]) (4.6)

along O(tβ) (and its preimage) and then restrict to Z(β) ⊂ S in the fiber
direction. Here we warn that (4.6) cannot be injective. Nevertheless, Theorem
1.11 asserts that the image (Gm ⋉B[[z]])×(Gm×H) Z(β) under (4.6) contains a
dense open subset of O(e) ⊂ QG since

S ∩O(e) ⊂ Z(β)

is Zariski open dense (and we apply the B[[z]]-action). Thus, we conclude that
the induced map

ı : C[N] −→ C[O(tβ)] 󰁥⊗C[Z(β)]∧0 (4.7)

is injective. The common quotient maps

C[O(tβ)] 󰁥⊗C[Z(β)]∧0 −→ C[O(tβ)] ←− C[N]

are (Gm ⋉B[[z]])-equivariant, and hence ı induces a map

Iev := ker(C[N] → C[O(tβ)]) −→ C[O(tβ)] 󰁥⊗
󰁜

m≥1

󰀕
C[Z(β)]≥m

C[Z(β)]≥(m+1)

󰀖

as C[O(tβ)]-modules. Since Iev is the ideal of definition of the topology of C[N]
(in the sense of [24, Chap. 0 §7]), we find that the map ı is continuous if ı is
surjective, and hence is an isomorphism. The scheme N admits (Gm ⋉B[[z]])-
action and its restriction to S admits the (Gm ×H)-action. Hence, we obtain
a (Gm ⋉B[[z]])-equivariant C[O(tβ)]-algebra map

grC[N] :=
󰁜

m≥0

Imev
Im+1
ev

−→ C[O(tβ)] 󰁥⊗
󰁜

m≥0

󰀕
C[Z(β)]≥m

C[Z(β)]≥(m+1)

󰀖
. (4.8)

The map ı is a surjection if and only if (4.8) is a surjection since the latter
implies ı is continuous and Im ı is dense (note that C[N] is complete by con-
struction). If we specialize (4.8) to ptβ ∈ O(tβ), then the discussion in the
first paragraph turns (4.8) into a surjection. The same is true for every B[[z]]-
translation of ptβ . It follows that (4.7) becomes surjective if we specialize to a
(closed) point of O(tβ).
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To prove (4.4), we need to globalize the isomorphism (4.7) obtained only
after specializing to a (closed) point of O(tβ) to an isomorphism over the whole
of O(tβ).

For each γ ∈ Q∨
+, the formal completion of Q(β + γ) along ıβ(Q̊(γ)) yields

a closed subscheme Qγ,β ⊂ N. We have the commutative diagram

C[N] 󰈓
󰉳

󰈣󰈣

󰈃󰈃󰈃󰈃

C[O(tβ)] 󰁥⊗C[Z(β)]∧0

󰈃󰈃󰈃󰈃

C[Qβ,γ ]
hγ 󰈣󰈣 C[̊Q(γ)]󰁥⊗C[Z(β)]∧0

,

where hγ is the map obtained by restricting the pullback under (4.6). In view
of the previous paragraph, the map hγ is an isomorphism when we special-

ize to each closed point of Q̊(γ) (note that Qβ,γ is a locally trivial algebraic

fiber bundle over Q̊(γ) whose fiber is SpecC[Z(β)]∧0). If we consider a finite-
dimensional quotient of C[Z(β)]∧0 , then it defines a morphism of finite-rank
locally free sheaves on Q̊(γ) which is an isomorphism of fibers over each closed
point of Q̊(γ). In this setting, hγ induces an isomorphism of locally free sheaves
by Nakayama’s lemma. Therefore, the morphism hγ is itself an isomorphism.

In particular, we find a commutative diagram

C[N] 󰈓
󰉳

󰈣󰈣

qγ 󰈘󰈘 󰈘󰈘❍
❍❍

❍❍
❍❍

❍❍
C[O(tβ)] 󰁥⊗C[Z(β)]∧0

rγ󰉪󰉪󰉪󰉪󰂷󰂷󰂷
󰂷󰂷󰂷

󰂷󰂷󰂷
󰂷󰂷󰂷

󰂷

C[Qβ,γ ]

.

By taking the projective limit (cf. Lemma 4.5), we deduce that both of

C[N] ⊂ lim←−
γ

C[Qβ,γ ] ⊃ C[O(tβ)] 󰁥⊗C[Z(β)]∧0 (4.9)

are dense subsets with respect to the topology arising from the inverse limit, in
which we endow C[Qβ,0] (∼= C[Z(β)]∧0) with the discrete topology. This induces
a short exact sequence of projective systems

0 → {Im qγ}γ → {Im rγ}γ → {Im rγ/Im qγ}γ → 0

satisfying [25, Chap. 0 §13.1 (ML)]. Here [25, Chap. 0 Proposition 13.2.2]
asserts

lim←−
γ

Im rγ
Im qγ

∼=
lim←−γ

Im rγ

lim←−γ
Im qγ

=
lim←−γ

C[Qβ,γ ]

lim←−γ
C[Qβ,γ ]

= 0.

From this, we find that

C[O(tβ)] 󰁥⊗C[Z(β)]∧0
C[N]

↩→ lim←−
γ

Im rγ
Im qγ

= 0.
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Therefore, we conclude that ı is an isomorphism as required.

Corollary 4.8. Let w,w′, v ∈ W and β,β′ ∈ Q∨
+, such that

w ≥∞
2
w′tβ′ ≥∞

2
vtβ .

Then, the formal completion of QG(w) along O(w′tβ′) defines a locally triv-
ial fiber bundle Nβ′,w,w′ over O(w′tβ′) whose fiber Xβ′,w,w′ is the spectrum of
a normal Noetherian ring completed at the maximal ideal. In addition, the
restriction Qβ′,w,w′(β, v) of the fiber bundle Nβ′,w,w′ to

Q̊(β − β′, w′, v)
ıβ′−→ (Q(β) ∩O(w′tβ′)) ⊂ O(w′tβ′)

induces the following diagram, in which both squares are Cartesian:

QG(w) Nβ′,w,w′󰉣󰉣 󰈣󰈣 O(w′tβ′)

Q(β, w, v)

󰉃󰉃

Qβ′,w,w′(β, v)󰉣󰉣 󰈣󰈣

󰉃󰉃

Q̊(β − β′, w′, v)

󰉃󰉃
. (4.10)

In particular, the formal completion of Q(β, w, v) along Q̊(β−β′, w′, v) defines
a locally trivial fiber bundle over Q̊(β − β′, w′, v), and the structure of its fiber
Xβ′,w,w′ does not depend on the choice of v and β.

Proof. Consider the formal completion Q of Q(β, e, v) along Q̊(β−β′, e, v). We
have a map η : Q ↩→ N by the natural inclusions Q̊(β − β′, e, v) ⊂ O(tβ′) and
Q(β, e, v) ⊂ QG induced from (4.2). We have set-theoretic defining equations
of Q(β, e, v) ⊂ QG near O(tβ′) consisting of φu,i/φtβ′ ,i for each (u, i) ∈ S−(vtβ)
by Lemma 1.16 and (4.2). Since they are obtained as the (uniquely determined)
preimages of the middle map

C[N] ⊃ Γ(QG,OQG
(ϖi)) −→→ Γ(QG(tβ′),OQG(tβ′ )

(ϖi)) ⊂ C[O(tβ′)],

we can regard them as functions on C[O(tβ′)] ⊂ C[N]. Thus, the locally
trivial fiber bundle structure of N in Proposition 4.7 restricts to a locally
trivial algebraic fiber bundle structure on Q along Q̊(β−β′, e, v) whose fiber is
isomorphic to SpecC[Z(β′)]∧0 (as Q is reduced, each fiber must be reduced). In
other words, we can understand this fiber bundle as the restriction of (4.4) from
O(tβ′) to Q̊(β − β′, e, v) by intersecting the base with the opposite Schubert
variety corresponding to vtβ .

For each u ∈ W , the orbit O(u) is the preimage of OB(u) under the (un-
countable dimensional) affine fibration GO(e) → B obtained by setting z = 0.
As OB(u) ⊂ u̇OB(e), we deduce that O(u) ⊂ u̇O(e). In addition, the normal
direction of O(u) ⊂ u̇O(e) is given by the free action of (N− ∩ u̇Nu̇−1). The
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same is true if we multiply u, e in O(•) by tβ′ (cf. Theorem 1.11). Let Nw′

denote the formal completion of QG along O(w′tβ′). In view of Proposition
4.7, we deduce

Nw′ ∼= O(w′tβ′) 󰁥×D′, (4.11)

where D′ is the completion of SpecC[Z(β′)]∧0 × (N− ∩ u̇Nu̇−1) at (0, 1). If we
further replace QG = QG(e) with QG(w) for w ∈ W , then we take the closed
subscheme of Nw′ by imposing the defining equations of QG(w) ⊂ QG near
O(w′tβ′). We set E := Gm ⋉ ((ẇ′B(ẇ′)−1)[[z]]∩ I) ⊂ Gm ⋉ I. The E-stabilizer
of pw′tβ′ is (Gm ×H). Since O(w′tβ′) is homogeneous under the E-action, we

obtain a scheme D′′ such that

(Nw′ ∩QG(w)) ∼= O(w′tβ′) 󰁥×D′′ (4.12)

from (4.11), where the LHS is the fiber product that is given as the pullback
of OQG(w) to Nw′ . This is our fiber bundle Nβ′,w,w′ , whose restriction to

Q̊(β − β′, w′, v) makes the right square of (4.10) into a Cartesian square. The
scheme D′′ is identified with the fiber of the fiber bundle structure on the
formal completion of Q(β, w, v) along Q̊(β − β′, w′, v) as we can interpret the
construction of D′′ to be imposing the local defining equations of Q(β, w, v) ⊂
Q(β, e, v) near ıβ′(Q̊(β − β′, w′, v)) to D′ by (4.2). This construction must
yield a locally trivial family as being the restriction of an E-equivariant closed
subfamily of the case w = e. In particular, the left square of (4.10) is also
a Cartesian square (see Remark 4.9 for more detail). The scheme D′′ is the
completion of a Noetherian ring since SpecC[Z(β′)]∧0 , and henceD′ is so. Thus,
it is normal as Q(β, w), and hence the neighborhood of ıβ−β′(Q̊(β′, w′)) ⊂
Q(β, w) is normal by [54, Theorem 32.2 and Theorem 32.4].

These complete the construction of (the family of) the required locally
trivial fibrations.

Remark 4.9. We spell out the Cartesian structure of the square in the LHS
of (4.10) in Corollary 4.8 more explicitly. Let QG(w)

′ and Q(β, w, v)′ de-
note the schemes obtained as the localizations of their structure sheaves along
O(w′tβ′) ⊂ QG(w) and Q̊(β′, w′, v) ⊂ Q(β, w, v), respectively4. Since local-
izations commute with formal completions, the left square of (4.10) yields a

4For a scheme X and its locally closed affine subscheme Z, we refer the spectrum of

Γ(Z,OX) := lim−→
Z⊂U

Γ(U,OX), where U runs over an open neighbourhood of Z,

as the scheme obtained as the localization of OX along Z.
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commutative diagram of schemes

QG(w) QG(w)
′󰉣󰉣 Nβ′,w,w′󰉣󰉣

Q(β, w, v)

󰉃󰉃

Q(β, w, v)′󰉣󰉣

󰉃󰉃

Qβ′,w,w′(β, v)󰉣󰉣

󰉃󰉃
. (4.13)

The left square of (4.13) is a Cartesian square arising from localizations
(and hence their horizontal arrows are dominant morphisms). Thus, the whole
diagram of (4.13) is a Cartesian diagram if its right square is.

We have a set
Λ := {φv,i | (v, i) ∈ S−(vtβ)}

of set-theoretic defining equations of both of

ıβ′(Q(β − β′, w′, v)) ⊂ Q(w′tβ′) and Q(β, w, v) ⊂ Q(w)

offered by (4.2) and Lemma 1.16. In particular, we have a variant of the
diagram (4.13) such that the vertical arrows are imposing Λ. This variant is a
Cartesian diagram by construction.

By [54, Theorem 32.2 and Theorem 32.4], the scheme Qβ′,w,w′(β, v) is re-
duced. Since the localizations of integral rings respect reducedness and tak-
ing the formal completions commute with quotient rings, taking the reduced
induced structure of each item in the variant diagram yields (4.13), that is
Cartesian.

In view of Corollary 4.8, we refer Xβ′,w,w′ as the (infinitesimal) transversal

slice of O(w′tβ′) along QG(w), or that of Q̊(β − β′, w′, v) along Q(β, w, v).

Corollary 4.10. Let β′ ∈ Q∨
+, and let w,w′ ∈ W such that O(w′tβ′) ⊂ QG(w).

1. Assume that Xβ′,w′,v has a singularity worse than rational singularities.
We have

Q(β − β′, w′, v) ⊂ SuppR>0(πβ,w,v)∗OX(β,w,v) if w′ ≥∞
2
vtβ−β′ ;

2. Assume that Xβ′,w′,v has only rational singularities. If Q(β, w, v) has a

singularity worse than rational singularities at a point in Q̊(β−β′, w′, v) ⊂
Q(β, w, v), then Q(β−β′, w′, v) itself has a singularity worse than rational
singularities at the same point.

Proof. We set X := Xβ′,w,w′ . Note that a product of spectrums of local rings
have rational singularities if and only if each of them admits at worst ratio-
nal singularities. Let Q denote the formal completion of Q(β − β′, w′, v) ⊂
Q(β, w, v). In view of Lemma 4.5, the restriction of Q to (the neighborhood
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of) Q̊(β−β′, w′, v) defines a locally trivial fibration whose base is Q̊(β−β′, w′, v)
and whose fiber is X.

We consider the first assertion, and hence we assume that X has a singu-
larity worse than rational singularities. Then, Q has singularity worse than
rational singularities on Q̊(β − β′, w′, v). It follows that

Q(β − β′, w′, v) = Supp
󰀃
R>0(πβ,w,v)∗OX(β,w,v)

󰀄
⊗OQ(β,w,v)

OQ

as a subset of Q. Since the formal completion is flat (for Noetherian schemes),
we conclude

Q(β − β′, w′, v) ⊂ SuppR>0(πβ,w,v)∗OX(β,w,v).

The last condition (w′ ≥∞
2

vtβ−β′) is equivalent to Q(β − β′, w′, v) ∕= ∅, and
hence the first assertion holds.

We consider the second assertion, and hence we assume that X has at
worst rational singularities. Then, Q has a singularity worse than rational
singularities at a point of Q̊(β − β′, w′, v) if and only if Q̊(β − β′, w′, v) has so
at the same point. Since Q has a singularity worse than rational singularities
at a point of Q̊(β − β′, w′, v) if and only if Q(β, w, v) has so at the same point
(by Boutot’s theorem), we conclude the second assertion.

These complete the proof.

4.3 Cohomology calculation for X(β, w)

Lemma 4.11. For each β ∈ Q∨
+, w, v ∈ W , we have

(πβ,w,v)∗OX(β,w,v)
∼= OQ(β,w,v).

Proof. This follows from the normality of Q(β, w, v) and the fact that all the
fibers of πβ,w,v are connected ([34, Corollary 5.19]).

Theorem 4.12. Let β′ ∈ Q∨
+, and let w,w′ ∈ W such that O(w′tβ′) ⊂ QG(w).

The scheme Xβ′,w,w′ in Corollary 4.8 has at worst rational singularities.

Proof. We set X := Xβ′,w,w′ . We assume to the contrary to deduce contradic-
tion. By Corollary 4.10 1), we have

Q(β − β′, w′, v) ⊂ SuppR>0(πβ,w,v)∗OX(β,w,v). (4.14)

This containment is independent of the choice of v and β since the infinitesimal
transversal slice X is independent of the choice of v ∈ W and β ∈ Q∨

+ whenever
the LHS is nonempty by Corollary 4.8. We enlarge β if necessary to guarantee
the following two equivalent inequalities

w′ >∞
2
tβ−β′

(1.1)⇔ w′tβ′ >∞
2
tβ ,
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that yields Q(β − β′, w′, v) ∕= ∅ for every v ∈ W , and some point (and
hence general points) of Q(β − β′, w′, v) has no defect at ∞ and its value
belongs to Oop

B (v) by [18, Lemma 8.5.1]. Let Z(v) be an irreducible com-
ponent of SuppR>0(πβ,w,v)∗OX(β,w,v) that contains Q(β − β′, w′, v). General
points of Z(v) have no defect at ∞, and their values at ∞ belong to Oop

B (v).
We set U := N ∩ v̇Nv̇−1. Then, the multiplication map U × Oop

B (v) ⊂
B defines an embedding of an open dense subset. Thus, U × Z(v) is an
irreducible component of the support of (4.14) for v = w0 that contains
Q(β − β′, w′, w0). Therefore, we obtain a family {Z(v)}v∈W of irreducible
components of SuppR>0(πβ,w,v)∗OX(β,w,v) such that Q(β − β′, w′, v) ⊂ Z(v),

Z(v) ⊂ Z(u) if v ≤ u, and BZ(v) is independent of v.
Consider the smallest Q(θ, t, v) (θ ∈ Q∨

+ and t ∈ W ), embedded into

Q(β, w, v) through ıβ−θ, that contains Z(v). Here Q̊(θ, t, v) contains a point of
Z(v) as Z(v) is irreducible and the inclusion relations among Q(β−•, •, v) obey
the closure relation of I-orbits of Qrat

G described in Theorem 1.11 by their irre-
ducibility and (4.2). Hence, the condition BiZ(v) ⊂ Z(v) and SL(2, i)Z(v) ∕⊂
Z(v) (i ∈ Iaf) is achieved if it holds for Q(θ, t, v) ⊂ Qrat

G . Since BZ(v) is com-
mon for every v ∈ W , we deduce that θ and u are independent of v. Thus, we
can rearrange v if necessary to find i ∈ Iaf such that SL(2, i)Z(v) ∕⊂ Z(v) for
i ∕= 0 and siv < v, or i = 0 and sϑv > v, inside Q(β) (i ∕= 0) or Q(β − w−1ϑ)
(i = 0, see Theorem 4.4 5)). Since Bi acts on Q(β, w, v) (by Theorem 4.4), it
follows that Z(v) is Bi-stable. We have siw < w (i ∕= 0) or sϑw > w (i = 0) as
otherwise SL(2, i) acts on Q(β, w, v) and hence on Z(v), that is a contradiction.

The map πi restricted to SL(2, i) ×Bi Z(v) is birational onto its image.
In particular, there exists a Zariski open subset V ⊂ SL(2, i)Z(v) such that
π−1
i (V ) ∩ SL(2, i)×Bi Z(v) forms an irreducible component of

π−1
i (V ) ∩

󰀃
SL(2, i)×Bi SuppR>0(πβ,w,v)∗OX(β,w,v)

󰀄
⊂ SL(2, i)×Bi Q(β, w, v).

Hence, (πi)∗ sends the inflation of R>0(πβ,w,v)∗OX(β,w,v) to a non-zero sheaf
whose support contains SL(2, i)Z(v).

If the variety Q(β, w, v) is Bi-stable for i ∈ I, then the G-action on X(β)
restricts to the Bi-action on X(β, w, v). If the variety Q(β, w, v) is B0-stable,
then there exists a smooth projective variety X′(β, w, v) with the B0-action
that yields a B0-equivariant resolution of singularities of Q(β, w, v) (see e.g.
[63, Corollary 7.6.3]). We can replace πβ,w,v : X(β, w, v) → Q(β, w, v) with
X′(β, w, v) → Q(β, w, v) in this case since both of X(β, w, v) and X′(β, w, v)
have rational singularities and there exists yet another resolution of singulari-
ties of Q(β, w, v) that dominates both. Let us consider the map

SL(2, i)×Bi X(β, w, v) → SL(2, i)×Bi Q(β, w, v)
πi−→ Q(γ, u, v), (4.15)

where the first map is the inflation of πβ,w,v, γ = β and u = siw (i ∕= 0), or
γ = β − w−1ϑ∨ and u = sϑw (i = 0). Since X(β, w, v) has rational singulari-
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ties, so is SL(2, i) ×Bi X(β, w, v). In addition, the composition map (4.15) is
birational and projective. Thus, it is another resolution of Q(γ, u, v) by a va-
riety that has rational singularities. Therefore, we can replace X(γ, u, v) with
SL(2, i) ×Bi X(β, w, v) to compute R•(πγ,u,v)∗OX(γ,u,v). Applying the Leray
spectral sequence to (4.15) using Theorem 4.4 4), 5), we have

R0(πγ,u,v)∗OX(γ,u,v)
∼= OQ(γ,u,v) and

R>0(πγ,u,v)∗OX(γ,u,v) ∕= {0}. (4.16)

Moreover, the support of (4.16) contains SL(2, i)Z(v). By construction, gen-
eral points of SL(2, i)Z(v) have no defect at ∞, and their values belong to
Oop

B (v). Therefore, an irreducible component Z ′(v) of the support of (4.16)
that contains SL(2, i)Z(v) again comes as a family {Z ′(v)}v∈W such that
Z ′(v) ⊂ Z ′(u) if v ≤ u, and BZ ′(v) is independent of v (in particular, we have
Z ′(v) even if i ∕= 0 and siv > v, or i = 0 and sϑv < v). Thus, we can repeat
the above procedure by replacing Q(β, w, v) with Q(γ, u, v) and {Z(v)}v∈W
with {Z ′(v)}v∈W . Note that we eventually attain Z ′(v) = SL(2, i)Z(v) for any
application of the above procedures as the strict inclusion forces

(0 <) codimQ(γ,u,v) Z
′(v) < codimQ(γ,u,v) SL(2, i)Z(v) = codimQ(β,w,v) Z(v),

that cannot be repeated infinitely many times.
Consider the smallest Q(θ, t, v) (θ ∈ Q∨

+ and t ∈ W ) that contains Z(v)
again. As discussed above, θ and t are independent of the choice of v ∈ W . We
choose i ∈ Iaf (and v ∈ W ) such that Bi preserves Q(θ, t, v) and SL(2, i)Z(v) ∕⊂
Z(v). Then, Bi preserves Q(θ, t, v) and SL(2, i)Q(θ, t, v) ∕⊂ Q(θ, t, v) by the
above discussion. It follows that Q(θ, t, v) is transformed to Q(θ, sit, v) (i ∕= 0)
or Q(θ − t−1ϑ, sϑt, v) (i = 0) by an application of the above procedure.

In view of [31, Theorem 4.6] (cf. arguments around there), we repeat these
procedures if necessary to assume t = w0. The condition SL(2, i)Z(v) ∕⊂
Z(v) implies SL(2, i)Q(β, w, v) ∕⊂ Q(β, w, v) (otherwise Z(v) is SL(2, i)-stable)
asserts that sit < t implies siw < w (i ∈ I). In case t = w0, this implies w =
w0. Again by repeating the above procedures, we can rearrange the situation
to assume w = t = e and v = w0. In this case, we have Q(β) = Q(β, e, w0), that
has rational singularities by Theorem 4.2. From this, we find a contradiction
on the existence of Z(v). This in turn implies a contradiction to the existence
of (β′, w′) such that X has worse than rational singularities. Therefore, we
conclude that our X have at worst rational singularities.

The following is our main geometric result in this paper, that is an exten-
sion of Theorem 4.2 due to Braverman-Finkelberg [8, 9, 10] from Q(β) to an
arbitrary Richardson variety of Qrat

G :

Theorem 4.13. For each w, v ∈ W and β ∈ Q∨
+, the variety Q(β, w, v) has

rational singularities. In particular, Q(β, w, v) is Cohen-Macaulay.
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Remark 4.14. We use only a special case of Theorem 4.13 (v = w0) in the rest
of this paper.

For each β ∈ Q∨
+, w, v ∈ W , we set

˚̊Q(β, w, v) :=
󰀋
f ∈ Q(β)

󰀏󰀏0,∞ ∕∈ [D], f(0) ∈ OB(w), f(∞) ∈ Oop
B (v)

󰀌
.

In view of [34, Corollary 5.4], the inclusion ˚̊Q(β, w, v) ⊂ Q(β, w, v) is open
dense.

Proof of Theorem 4.13. We assume to the contrary to deduce contradiction.
Namely, we assume that Q(β, w, v) has singularities worse than rational sin-
gularities. By Theorem 4.12 and Corollary 4.10 2), if the worse than rational
singularities locus of Q(β, w, v) is contained in some Q(γ, u, v), then the va-
riety Q(γ, u, v) itself must have singularities worse than rational singularities.
Therefore, by rearranging (β, w) if necessary, we can assume

Q̊(β, w, v) ∩ SuppR>0(πβ,w,v)∗OX(β,w,v) ∕= ∅. (4.17)

In the above discussion on (4.17), we can swap z with z−1, and B with B−, that
makes us to rearrange β and v instead of β and w. Since the (infinitesimal)

transversal slices of Q̊ and ˚̊Q are in common, we can further rearrange β and v
to conclude

˚̊Q(β, w, v) ∩ SuppR>0(πβ,w,v)∗OX(β,w,v) ∕= ∅ (4.18)

by

Q̊(β, w, v) =
󰁊

0≤β′≤β

󰁊

u ∈ W
utβ′ ≥∞

2
vtβ

˚̊Q(β − β′, w, u).

The variety˚̊Q(β, w, v) admits onlyH-action, but its ambient space Q(β) admits
a G-action. The action of (N−∩ ẇNẇ−1) applied to the subspace OB(w) ⊂ B,
as well as the action of (N ∩ v̇Nv̇−1) applied to the subspace Oop

B (v) ⊂ B have
trivial stabilizers. As a consequence, the action of (N− ∩ ẇNẇ−1) applied to

the subspace ˚̊Q(β, w, u) ⊂ Q(β), and the action of (N ∩ v̇Nv̇−1) applied to the

subspace ˚̊Q(β, u, v) ⊂ Q(β) also have trivial stabilizers for each u ∈ W . In
view of the fact that OB(w) is N -stable, the action of (N ∩ v̇Nv̇−1) on Q(β)

preserves ⊔u∈W˚̊Q(β, w, u). Therefore, we deduce an embedding

(N− ∩ ẇNẇ−1)× (N ∩ v̇Nv̇−1)×˚̊Q(β, w, v) ∋ (n1, n2, x) 󰀁→ n1n2x ∈ Q(β).

By the dimension comparison using (4.3), we deduce that this embedding must
be open dense in Q(β) = Q(β, e, w0). The locus Y on which the singularity of
˚̊Q(β, w, v) is worse than rational singularities gives rise to the locus

(N− ∩ ẇNẇ−1)× (N ∩ v̇Nv̇−1)× Y ⊂ Q(β)
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on which the singularity of Q(β) is worse than rational singularities.
However, the variety Q(β) has only rational singularities (Theorem 4.2).

Thus, the locus of Y ⊂ Q(β, w, v) on which Q(β, w, v) has worse than rational
singularity must be empty. Hence Q(β, w, v) must have rational singularities.
The latter assertion follows from [41, Theorem 5.10].

Corollary 4.15. Let λ ∈ P+. For each w ∈ W and β ∈ Q∨, we have

H>0(X(β, w),OX(β,w)(λ)) = {0}.

Proof. In view of Theorem 4.13, we apply [41, Theorem 5.10] and the Leray
spectral sequence to reduce the assertion to H>0(Q(β, w),OQ(β,w)(λ)) = {0}.
This is Theorem 4.4 2).

Proposition 4.16. Let w ∈ W and λ ∈ P+. We have

lim
β→∞

χq(X(β, w),OX(β,w)(λ)) = gchH0(QG(w),OQG(w)(λ)).

Proof. By Corollary 4.15, we have

χq(X(β, w),OX(β,w)(λ)) = gchH0(X(β, w),OX(β,w)(λ))

for every β ∈ Q∨
+.

By Theorem 4.13, we deduce

H0(X(β, w),OX(β,w)(λ)) = H0(Q(β, w),OQ(β,w)(λ))

for every λ ∈ P+ and β ∈ Q∨
+.

By Theorem 4.4 2), we have

lim
β→∞

χq(X(β, w),OX(β,w)(λ)) = lim
β→∞

χq(Q(β, w),OQ(β,w)(λ)) λ ∈ P+

and it is uniquely determined by Theorem 4.4 3). In addition, the comparison
of Theorem 4.4 3) with [31, Theorem 4.12] implies

lim
β→∞

χq(Q(β, w),OQ(β,w)(λ)) = gchH0(QG(w),OQG(w)(λ)) λ ∈ P+.

Combining these implies the desired equality.

4.4 The image of Schubert classes under Ψ

Theorem 4.17. The map Ψ constructed in Theorem 3.11 satisfies

Ψ([OB(w)]) = [OQ(w)] w ∈ W.
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The rest of this subsection is devoted to the proof of Theorem 4.17. In
this subsection, ⊗ is understood to be ⊗OZ

, where Z is the variety we are
considering.

We consider the C[q±1]P -valued functional F λ
β (•) on (C[q±1]⊗CKH(B))[[Q∨

+]]
with parameters β ∈ Q∨

+ and λ ∈ P+:
󰁛

β∈Q∨
+

F λ
β (•)Qβ :=

󰁛

γ∈Q∨
+

χq(X(γ),OX(γ)(λ)⊗ ev∗1(•)⊗ ev∗2(OB))Q
γ

= χ(B, T (
󰁜

i∈I
Ai(q)

−〈α∨
i ,λ〉([OB])) · T (•)),

where the second equality is a reformulation of [29, Proposition 2.13] and
the last term is connected to the quantum K-theoretic product by Theorem
1.31 and Theorem 1.30. Note that this collection of functionals {F λ

β (•)}β,λ is
uniquely determined by the calculations from §4.3 and Theorem 3.8
󰁛

β∈Q∨
+

F λ
β ([OB])Q

β =
󰁛

β∈Q∨
+

χq(X(β),OX(β)(λ)⊗ ev∗1(OB)⊗ ev∗2(OB))Q
β

=
󰁛

β∈Q∨
+

χq(Q(β),OQ(β)(λ))Q
β = Dw0(J

′(Qqλ, q)ew0λJ ′(Q, q−1)),

as
󰁓

β F
λ
β (•)Qβ commutes with the C[q±1]P -action and the right CQ∨-action,

and intertwines the shift operatorAi(q) with the line bundle twist byOX(β)(−ϖi)

for each i ∈ I. The last two expressions assert that our functional F λ
β is the

same one as that employed in the proof of Theorem 3.11.
For each a ∈ (C[q±1] ⊗C KH(B))[[Q∨

+]], we have the class Ψ(a |q=1) ∈
KH(QG) written as

Ψ(a|q=1) =
󰁛

w∈Waf

cw(a)[OQG(w)] w ∈ Waf , c
w(a) ∈ CP.

In view of the proof of Theorem 3.11, the coefficients cw(a) ∈ CP are charac-
terized as

cw(a) = cwq (a)|q=1

if we have elements cwq (a) ∈ C[q±1]P (e ≥∞
2
w ∈ Waf) determined by

lim
β→∞

F λ
β (a) =

󰁛

w

cwq (a) gchΓ(QG(w),OQG(w)(λ)) λ ∈ P+.

Thus, we have

lim
β→∞

F λ
β ([OB(w)]) = lim

β→∞
χq(X(β),OX(β)(λ)⊗ ev∗1(OB(w))⊗ ev∗2(OB))

= lim
β→∞

χq(X(β),OX(β)(λ)⊗ ev∗1(OB(w))) (4.19)

= lim
β→∞

χq(X(β, w),OX(β,w)(λ)) = gchH0(QG(w),OQG(w)(λ))
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for each λ ∈ P+ and w ∈ W , where the last equality is Proposition 4.16.
Therefore, we conclude

Ψ([OB(w)]) = [OQG(w)] w ∈ W

as required.

4.5 Consequences

Since Theorem 1.35 is used only when we reformulate Theorem 3.11 into Corol-
lary 3.13 (the last result in §3.4), we obtain an alternative proof of the following:

Theorem 4.18 (= Theorem 1.35 due to Anderson-Chen-Tseng). For each
i ∈ I, we have Ai(q)([OB]) = [OB(−ϖi)].

Proof. By (the proof of) Theorem 3.11 and Remark 3.12, we know thatΨq(Ai(q)([OB])) =
[OQG(e)(−ϖi)]. Now we argue as:

Ai(q)([OB]) = Ψ−1
q ([OQG(e)(−ϖi)])

= e−ϖiΨ−1
q ([OQG(e)]− [OQG(si)]) by Lemma 1.27

= e−ϖi([OB(e)]− [OB(si)]) by Theorem 4.17

= [OB(−ϖi)] by (1.3).

These imply the result.

Corollary 4.19 (Finiteness of the shift operators). For each i ∈ I and w ∈ W ,
the element Ai(q)([OB(w)]) is a finite C[q±1]P -linear combination of {[OB(w)]Q

β}w∈W,β∈Q∨
+
.

Proof. By Remark 3.12 and Theorem 4.17, the problem reduces to the cor-
responding problem in KGm⋉I(Q

rat
G ). The latter is explained in either [33,

Theorem 3.7] (as in Corollary 4.22) or [56, Theorem 1] (as an explicit for-
mula), though author’s original reasoning is by the finiteness of the (global
version of the) decomposition procedure in [17] (as their global generalized
Weyl modules are exactly Γ(QG(w),OQG(w)(λ))

∗; see e.g. [31, §5]).

Corollary 4.20 (Conjectured by Lam-Li-Mihalcea-Shimozono [46]). We have
a natural CP -algebra dense embedding

Ψ−1 ◦ Φ : KH(Gr)loc ↩→ qKH(B)loc,

such that

Ψ−1 ◦ Φ([OGrwtβ
]⊙ [OGrγ ]

−1) = [OB(w)]Q
β−γ w ∈ W (4.20)

holds for every β, γ ∈ Q∨
<.
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Proof. For the first assertion, combine Theorem 2.12 and Corollary 3.13 to
obtain the map Ψ−1 ◦ Φ, that have dense image. Note that the both sides
are rings and the identity [OGr0 ] goes to the identity [OB]. The map Ψ−1 ◦ Φ
commutes with the natural Q∨-actions given by tγ and Qγ for each γ ∈ Q∨ by
Theorem 2.5 and Corollary 3.13. Moreover, the action of Θi (see §2.3) and the
quantum multiplication by [OB(−ϖi)] corresponds for each i ∈ I (by Theorem
2.12 and Corollary 3.13). Therefore, the ⊙-multiplication by the element hi

and 󰂏-multiplication by [OB(si)] = ([OB] − eϖi [OB(−ϖi)]) coincide for each
i ∈ I. Since the ring KH(Gr)loc is generated by {hi}i∈I up to the CP -action
and {tγ}γ-action (Remark 2.13), we conclude that Ψ−1◦Φ is a ring embedding.

For the second assertion, note that Theorem 2.5 asserts that

Φ([OGrwtβ
]⊙ [OGrγ ]

±1) = [OQG(wtβ±γ)] w ∈ W

for each β, γ ∈ Q∨
< (cf. Lemma 1.10). From this, we derive

Ψ−1 ◦ Φ([OGrwtβ
]⊙ [OGrγ ]

±1) = Ψ−1([OQG(w)])Q
β±γ by Corollary 3.13

= [OB(w)]Q
β±γ by Theorem 4.17.

This yields the desired equality.

Corollary 4.21. We have a commutative diagram, whose bottom arrow is an
embedding of rings:

KH(Qrat
G )

KH(Gr)loc
󰈓 󰉳 󰈣󰈣

󰈞
󰇾

Φ
󰈫󰈫󰂵󰂵󰂵󰂵󰂵󰂵󰂵󰂵󰂵󰂵󰂵

qKH(B)loc

Ψ
∼=

󰉛󰉛◆◆◆◆◆◆◆◆◆◆◆

.

This induces an isomorphism

KH(Gr)loc
∼=−→

󰁐

w∈W,β∈Q∨

CP [OB(w)]Q
β ⊂ qKH(B)loc.

In addition, the map Φ is an injective KH(pt)⊗CQ∨-module homomorphism,
and KH(Qrat

G ) acquires the structure of a ring from KH(Gr) or qKH(B) (cf.
Remark 1.28).

Proof. The first assertion combines Corollary 4.20 and its proof. From (4.20),
we conclude the second assertion. The last assertion follows as both qKH(B)
and KH(Gr) are rings.

In view of [46], we obtain another proof of the finiteness of quantum K-
theory of B originally proved in Anderson-Chen-Tseng [1, 2]. We reproduce
the reasoning here for the sake of reference:
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Corollary 4.22 (Anderson-Chen-Tseng [1, 2]). For each w, v ∈ W , we have

[OB(w)] 󰂏 [OB(v)] ∈
󰁐

β∈Q∨
+,u∈W

CP [OB(u)]Q
β .

In other words, the multiplication rule of qKH(B) is finite.

Proof of Corollary 4.22 due to Lam-Li-Mihalcea-Shimozono [46]. By Corollary
4.20 (cf. Theorem 1.8), the assertion follows from

[OGrβ ]⊙ [OGrγ ] ∈
󰁐

κ∈Q∨

CP [OGrκ ] ∀β, γ ∈ Q∨. (4.21)

By definition, the LHS of (4.21) is a product inside the ring C that has
{[OGrκ ]}κ as its CP -basis (Theorem 1.6). Hence, the assertion follows.
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