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Introduction



I Let X = (Xt)0≤t≤T be a solution of the one-dimensional SDE

Xt = x0 +

∫ t

0
σ(Xs)dWs, x0 ∈ R, t ∈ [0, T], (1)

I W := (Wt)0≤t≤T : standard one-dimensional Brownian motion
I diffusion coefficient σ : R → R.



Definition 1
The Euler-Maruyama approximation X(n) = (X(n)

t )0≤t≤T of equation (1) is
defined by

X(n)
t = x0 +

∫ t

0
σ(X(n)

η(s)
)dWs

= X(n)
ηn(t)

+ σ(X(n)
ηn(t)

)(Wt −Wηn(t)),

where η(s) = kT/n if s ∈ [kT/n, (k + 1)T/n).
· Note that X(n)

0
= x0, and for any k = 1, . . . , n,

X(n)
kT/n

= X(n)
(k−1)T/n

+ σ(X(n)
(k−1)T/n

)(WkT/n −W(k−1)T/n)

and

X(n)
(k−1)T/n

and (WkT/n −W(k−1)T/n)︸                    ︷︷                    ︸
∼ N(0, T/n)

are independent.

⇒We can simulate the random variable X(n)
T

.



Maruyama1 introduce the approximation in order to prove Girsanov’s
theorem (Cameron-Martin-Maruyama-Girsanov theorem) for the solution
of one-dimensional SDE dXt = b(Xt)dt + dWt .

Theorem 1 ( Kanagawa (1988), Faure (1992), Kloeden and
Platen (1992) )
If the coefficient σ is Lipschitz continuous then the Euler-Maruyama
approximation has a strong rate of order 1/2, i.e., for any p ≥ 1,

E[ sup
0≤t≤T

|Xt − X(n)
t |

p]1/p
≤

Cp

n1/2
.

Theorem 2 ( Kaneko and Nakao 19882 )
d ≥ 1. Suppose the coefficient σ is continuous and linear growth. Under
the pathwise uniqueness for the solution of SDE, it holds that

lim
n→∞
E[ sup

0≤t≤T
|Xt − X(n)

t |
2] = 0.

1On the transition probability functions of the Markov process., Nat. Sci. Rep.
Ochanomizu Univ. 5, 10-20. (1954).

2A note on approximation for stochasitc differential equations. Séminaire de probabilités
de Strasbourg, 22, 155-162, (1988)
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Pathwise uniqueness and rate of convergence
Theorem 3 (Yamada and Watanabe 19713)
If the diffusion σ is α-Hölder continuous with α ∈ [1/2, 1], then the
pathwise uniqueness holds for SDE (1).

Theorem 4 (Gyöngy and Rásonyi, 20114)
Suppose that the diffusion σ is α-Hölder continuous wiht α ∈ [1/2, 1].
Then there exists a constant C such that

sup
0≤t≤T

E[|Xt − X(n)
t |] ≤


C

nα−1/2
if α ∈ (1/2, 1],

C
log n

if α = 1/2.

· Ngo and Taguchi prove the statements in Thm 4 hold for SDEs with
discont. drift, σ:UE 5 6

3On the uniqueness of solutions of stochastic differential equations. J. Math. Kyoto Univ.
11, 155-167 (1971).

4A note on Euler approximations for SDEs with Hölder continuous diffusion coefficients.
Stochastic. Process. Appl. 121, 2189–2200.

5Strong rate of convergence for the Euler-Maruyama approximation of stochastic
differential equations with irregular coefficients. Math. Comp. 85(300), 1793–1819 (2016).

6On the Euler-Maruyama approximation for one-dimensional stochastic differential
equations with irregular coefficients. To appear in IMA Journal of Numerical Analysis.
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Non-pahtwise uniquneness, Non-strong solution,
Weak existence

Example 2 (Girsanov)
Let α ∈ (0, 1/2). For the SDE dXt = |Xt |

αdWt with X0 = 0, the pathwise
uniqueness does not hold.

Example 3 (Tanaka’s equation)
Let X be a Brownian motion. Define Wt :=

∫ t
0 sgn(Xs)dXs (BM). Then,

Xt =
∫ t

0 sgn(Xs)dWs but X does not admit a strong solution. (If X is

strong sol, then F X
t ⊂ F

|X|
t .)

Theorem 5 (Engelbert and Schmidt 1984)
Define

I(σ) :=
{

x ∈ R; ∀ε > 0,
∫ ε

−ε

dy

σ2(x + y)
= ∞

}
, Z(σ) := {x ∈ R;σ(x) = 0} .

The SDE (1) (dXt = σ(Xt)dWt) has a non-exploding weak sol. which is
unique in the sense of probability law if and only if I(σ) = Z(σ).

Remark 1
If 0 < σ ≤ σ(x) ≤ σ, then I(σ) = Z(σ) = ∅.
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Pathwise uniqueness

Assumption 1
(i) σ is measurable, bounded and uniformly positive, i.e. there exist

σ, σ > 0 such that for any x ∈ R,

σ ≤ σ(x) ≤ σ.

(ii) [bounded 2-variation] There exists a bounded and strictly increasing
function fσ such that for any x, y ∈ R,

|σ(x) − σ(y)| ≤ | fσ(x) − fσ(y)|1/2.

Theorem 6 (Le Gall 19847)
Under Assumption 1, the pathwise uniqueness holds for SDE (1).

7One-dimensional stochastic differential equations involving the local times of the
unknown process. In Stochastic analysis and applications (pp. 51-82). Springer Berlin
Heidelberg.
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Problem:
Under Assumption 1,

(Q1)

lim
n→∞
E[|Xt − X(n)

t |] = 0 ?

(Q2)

E[|Xt − X(n)
t |] ≤

C
log n

?



Main result



Assumption 2
Suppose that

σ = ρ ◦ f,

where ρ is 1/2-Hölder continuous with 0 < σ ≤ ρ(x) ≤ σ and
f = f1 − f2, fi: bdd, strictly increasing with finite dis-conti. points.

· Ass. 2⇒ Ass. 1 with fσ = ‖ρ‖2
1/2
{ f1 + f2}. Indeed,

|σ(x) − σ(y)| ≤ ‖ρ‖1/2{| f1(x) − f1(y)| + | f2(x) − f2(y)|}1/2 = | fσ(x) − fσ(y)|1/2.

· Structural Theorem: Chistyakov and Galkin8 prove that g : E → X is of
bounded p-variation if and only if g = ρ ◦ f , where ρ is 1/p-Hölder conti.
f is nondecreasing, E is nonempty subset of R and X is metric space.

Theorem 7 (Ngo and Taguchi, 2016, preprint9 )
Suppose Ass. 2. Then there exists C > 0 such that

sup
0≤t≤T

E[|Xt − X(n)
t |] ≤

C
log n

, ∀n ≥ 3.

8On maps of bounded p-variation with p > 1. Positivity, 1998, Volume 2, Issue 1, 19-45.
9Strong convergence for the Euler-Maruyama approximation of stochastic differential

equations with discontinuous coefficients. Preprint, arXiv:1604.01174v2
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Idea of proof



Standard proof (Lip. case)
Since

Xt − X(n)
t =

∫ t

0
σ(Xs) − σ(X(n)

ηn(s)
)dWs

=

∫ t

0
σ(Xs) − σ(X(n)

s )dWs +

∫ t

0
σ(X(n)

s ) − σ(X(n)
ηn(s)

)dWs.

if σ is Lipschitz continuous we have,

E[|Xt − X(n)
t |

2]

≤ 2
∫ t

0
E[|σ(Xs) − σ(X(n)

s )|2]ds + 2
∫ t

0
E[|σ(X(n)

s ) − σ(X(n)
ηn(s)

)|2]ds

≤ C
∫ t

0
E[|Xs − X(n)

s |
2]ds + C

∫ t

0
E[|X(n)

s − X(n)
η(s)
|
2]ds

≤ C
∫ t

0
E[|Xs − X(n)

s |
2]ds +

C
n
.

By Gronwall’s inequality, we conclude

E[|Xt − X(n)
t |

2]1/2
≤

C
n1/2

.



However, if σ is NOT Lipschitz conti., we cannot use Gronwall’s
inequality.
We must consider the following differences:

(i)

|σ(Xs) − σ(X(n)
s )|

 We CAN use the proof of Le Gall (Yamada and Watanabe
approximation argument).

(ii)

|σ(X(n)
s ) − σ(X(n)

ηn(s)
)|

 We CANNOT use the proof of Le Gall.
 We need to consider new idea.



GOAL

GOAL: FIND some α ∈ (0, 1) such that∫ T

0
E[|σ(X(n)

s ) − σ(X(n)
ηn(s)

)|2]ds ≤
C
nα
.

Remark 2
If σ is bdd, UE and Hölder continuous, Lemaire and Menozzi (2010)10

prove the density of X(n)
t satisfy the Gaussian two sided bounded:

C−1 gc−1 t(x0, y) ≤ p(n)
t (x0, y) ≤ Cgct(x0, y),

by using the parametrix method. Using this, we can prove∫ T

0
E[| fσ(X(n)

s ) − fσ(X(n)
ηn(s)

)|]ds ≤
C

n1/2
.

However, if σ is NOT Hölder continuous, it is difficult to prove the
Gaussian two sided bounded.

10On some Non-Asymptotic Bounds for the Euler Scheme. Electron J. Probab., 15,
1645-1681



Tightness

New idea of the proof is “tightness" of the Euler-Maruyama scheme.

Lemma 1
Suppose σ : m’ble and σ ≤ σ ≤ σ. Let c4: const. of BDG ineq. For any

ε, χ > 0 with δ := χε4

c4σ
4 ≤ T, we have

P( sup
t≤s≤t+δ

|X(n)
s − X(n)

t | ≥ ε) ≤ δχ, (2)

for any t ∈ [0, T] and n ∈ N.

Remark 3
(2)⇒ (X(n))n∈N : tight in C[0, T], that is, for any ε > 0, there exists a
compact set K ⊂ C[0, T] such that for any n ∈ N,

P ◦ (X(n)
· )−1(K) ≥ 1 − ε,

(e.g. Billingsley, Theorem 8.3).



Tightness

Corollary 1
Let (γn)n be a decreasing seq. s.t. γn ∈ (0, 1] and γn ↓ 0 and γnn2 → ∞.
Define

εn :=
c̃

γ1/4
n n1/2

, c̃ := T1/2c1/4
4
σ, χn :=

γnn
T
, δn :=

χnε
4
n

c4σ
4

=
T
n
≤ T,

and for each k = 1, . . . , n − 1,

Ωk,n :=

ω ∈ Ω ; sup
kT
n ≤s≤ (k+1)T

n

|X(n)
s − X(n)

kT
n

| ≥ εn

 .
Then

P(Ωk,n) ≤ δnχn = γn.



Key lemma
Lemma 2
Suppose Ass. 2 holds. (σ = ρ ◦ ( f1 − f2), σ ≤ σ(x) ≤ σ, discontinuous
points of σ are finite.). Then,∫ T

0
E[|σ(X(n)

s ) − σ(X(n)
ηn(s)

)|2]ds ≤
C

n2/5
.

Proof: Using Corollary 1,∫ T

0
E[|σ(X(n)

s ) − σ(X(n)
ηn(s)

)|2]ds

=

n−1∑
k=0

∫ (k+1)T
n

kT
n

E[|σ(X(n)
s ) − σ(X(n)

ηn(s)
)|2{1Ωk,n + 1Ωc

k,n
}]ds

≤ 4σ
2

n−1∑
k=0

∫ (k+1)T
n

kT
n

P(Ωn,k)ds +

n−1∑
k=0

∫ (k+1)T
n

kT
n

An,k
s ds

≤ 4σ
2
Tγn +

n−1∑
k=0

∫ (k+1)T
n

kT
n

An,k
s ds.



An,k
s = E[|σ(X(n)

s ) − σ(X(n)
ηn(s)

)|21Ωc
k,n

]

= E[|σ(X(n)
s ) − σ(X(n)

ηn(s)
)|21Ωc

k,n
{1X(n)

s ∈Sεn (σ) + 1X(n)
s <Sεn (σ)}]

=: An,k,1
s + An,k,2

s ,

where for the discontinuous points of σ denoted by S(σ) := {aσ
1
, . . . , aσm},

Sεn(σ) :=
m⋃

i=1

[aσi − εn, aσi + εn].

An,k,2
s : On the set Ωc

k,n
∩ {X(n)

s < Sεn(σ)}, we have

S(σ) ∩ [X(n)
s ∧ X(n)

kT
n

, X(n)
s ∨ X(n)

kT
n

] = ∅,

thus, since σ = ρ ◦ f is "picewise" 1/2-Hölder conti.

|σ(X(n)
s ) − σ(X(n)

kT
n

)|2 ≤ ‖σ‖2
`oc,1/2|X

(n)
s − X(n)

kT
n

|.

Hence
n−1∑
k=0

∫ (k+1)T
n

kT
n

An,k,2
s ds ≤ C

∫ T

0
E[|X(n)

s − X(n)
ηn(s)
|]ds ≤

C
n1/2

.



An,k,1
s : Recall that

An,k,1
s = E[|σ(X(n)

s ) − σ(X(n)
ηn(s)

)|21Ωc
k,n

1X(n)
s ∈Sεn (σ)] ≤ 4σ

2
E[1X(n)

s ∈Sεn (σ)].

Thus,
n−1∑
k=0

∫ (k+1)T
n

kT
n

An,k,1
s ds ≤ 4σ

2
E[

∫ T

0
1X(n)

s ∈Sεn (σ)ds]. (3)

Since σ is uniformly positive,

〈X(n)
〉t =

∫ t

0
|σ(X(n)

ηn(s)
)|2ds ≥ σ2 t.

Hence by the occupation time formula, (3) is bounded by

4σ
2
σ−2
E[

∫ T

0
1X(n)

s ∈Sεn (σ)d〈X
(n)
〉s] = 4σ

2
σ−2
E[

∫
R

1x∈Sεn (σ)Lx
T(X(n))dx]

= 4σ
2
σ−2

∫
Sεn (σ)

E[Lx
T(X(n))]dx

≤ CLeb(Sεn(σ)), (∵ sup
n∈N,x∈R

E[Lx
T(X(n))] < ∞),

= C
m∑

i=1

Leb([aσi − εn, aσi + εn]) = 2Cmεn.



Therefore, we conclude∫ T

0
E[|σ(X(n)

s ) − σ(X(n)
ηn(s)

)|2]ds ≤ C
{
γn +

1
n1/2

+ εn

}
.

By choosing γn := 1
n2/5 , and then

εn =
c̃

γ1/4
n n1/2

=
c̃

n2/5
.

Therefore, we obtain∫ T

0
E[|σ(X(n)

s ) − σ(X(n)
ηn(s)

)|2]ds ≤ C
{

1 + c̃
n2/5

+
1

n1/2

}
≤

C(2 + c̃)
n2/5

.

This concludes the proof. �



Yamada-Watanabe approximation technique



Yamada-Watanabe approximation technique

For each δ ∈ (1,∞) and ε ∈ (0, 1), we define a continuous function
ψδ,ε : R → R+ with supp ψδ,ε ⊂ [ε/δ, ε] such that∫ ε

ε/δ
ψδ,ε(z)dz = 1 and 0 ≤ ψδ,ε(z) ≤

2
z log δ

, z > 0.

Since
∫ ε

ε/δ
2

z log δ dz = 2, there exists such a function ψδ,ε. We define a

function φδ,ε ∈ C2(R;R) by

φδ,ε(x) :=
∫ |x|

0

∫ y

0
ψδ,ε(z)dzdy.

It is easy to verify that φδ,ε has the following useful properties:

|x| ≤ ε + φδ,ε(x), for any x ∈ R, (4)

0 ≤ |φ′
δ,ε

(x)| ≤ 1, for any x ∈ R, (5)

φ′′
δ,ε

(±|x|) = ψδ,ε(|x|) ≤
2

|x| log δ
1[ε/δ,ε](|x|), for any x ∈ R \ {0}. (6)



Proof of Theorem 7

From (4), for any t ∈ [0, T], we have

|Xt − X(n)
t | ≤ ε + φδ,ε(Xt − X(n)

t ). (7)

Using Itô’s formula, we have

φδ,ε(Xt − X(n)
t ) = Mn,δ,ε

t + J n,δ,ε
t , (8)

where

Mn,δ,ε
t :=

∫ t

0
φ′
δ,ε

(Xs − X(n)
s )

{
σ(Xs) − σ(X(n)

ηn(s)
)
}

dWs,

J n,δ,ε
t :=

1
2

∫ t

0
φ′′
δ,ε

(Xs − X(n)
s )|σ(Xs) − σ(X(n)

ηn(s)
)|2ds.

Since φ′
δ,ε

and σ are bounded, Mn,δ,ε is martingale hence E[Mn,δ,ε
t ] = 0.



Proof of Theorem 7

Using (6)

J n,δ,ε
t =

1
2

∫ t

0
φ′′
δ,ε

(Xs − X(n)
s )|σ(Xs) − σ(X(n)

ηn(s)
)|2ds

≤ 2
∫ T

0

1[ε/δ,ε](|Xs − X(n)
s |)

|Xs − X(n)
s | log δ

{|σ(Xs) − σ(X(n)
s )|2 + |σ(X(n)

s ) − σ(X(n)
ηn(s)

)|2}ds

=: J n,δ,ε,1
t + J n,δ,ε,2

t .

Using the Assumption 1, approximation argument, IBP and estimation of
local time, we have

J n,δ,ε,1
t ≤

C
log δ

. (9)

Using Lemma 2, we have

E[J n,δ,ε,2
t ] ≤

2δ
ε log δ

∫ T

0
E[|σ(X(n)

s ) − σ(X(n)
ηn(s)

)|2]ds ≤
Cδ

ε log δ
1

n2/5
. (10)



It follows from (7), (8), (9) and (10) that

sup
0≤t≤T

E[|Xt − X(n)
t |] ≤ ε +

C
log δ

+
Cδ

ε log δ
1

n2/5

for any ε ∈ (0, 1) and δ ∈ (1,∞). By choosing ε = 1
log n and δ = n1/5, we

obtain

sup
0≤t≤T

E[|Xt − X(n)
t |] ≤

1
log n

+
C

1
5 log n

+
Cn1/5

1
log n

1
5 log n

1
n2/5

≤
C

log n
+

C
n1/5

.

This concludes the proof. �



Remark on degenerate case



Theorem 8 (Hairer, Hutzenthaler and Jentzen (2015)11)
Let X be a solution of 4-dimensional SDE dXt = µ(Xt)dt + BdWt with

µ(x) =


1(1,∞)(x4) exp

(
− 1

x2
4
−1

)
cos

(
(x3 − Ĉ) · exp(x3

2
)
)

0
1(−1,1)(x4) exp

(
− 1

1−x2
4

)
1


, B =


0 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0

 ,

where Ĉ :=
∫ 1

0 e−1/(1−x2)dx. If X0 = 0, then for any α ∈ [0,∞),

lim
n→∞

nαE[|Xt − X(n)
t |] = lim

n→∞
nα|E[Xt] − E[X(n)

t ]| =
{

0 if α = 0,
∞ if α > 0.

Remark 4
Leobacher and Szölgyenyi (2016)12 prove that by using the same
argument of Cor. 1, the L2-conv. rate is 1/5 when the drift is picewise
Lipschitz and diffusion coefficient is Lip. conti. and degenerate.

11Loss of regularity for Kolmogorov equation. Ann. Probab. 43(2), 468-527
12Convergence of the Euler-Maruyama method for multidimensional SDEs with

discontinuous drift and degenerate diffusion coefficient, arXiv:1610.07047.
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