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Abstract We discuss a higher-dimensional analogue of Frieze’s ζ(3)-limit theorem
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1 Introduction

Extensive studies on limit behavior of random graphs have their origins in the work
of Erdős and Rényi [4, 5]. Graph characteristics such as the threshold probability
of connectivity and the limit behavior around the critical probability provide good
descriptions of such complicated random discrete objects. In recent studies, the
scaling limits of random graphs themselves have attracted attention in pursuit of
a more comprehensive understanding; typical limit objects are continuum random
trees, which have fractal structures (e.g., see [1, 21] and the references therein). The
importance of fractal analysis in the study of random graphs will be emphasized
more in future work.

Meanwhile, the homological structures of random simplicial complexes have also
attracted interest recently as higher-dimensional counterparts of random graphs; see
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Kahle [16] for a survey of recent studies. In this connection, Hiraoka and Shirai [11]
studied the asymptotic behavior of persistent homologies of random simplicial com-
plex processes, and Hino and Kanazawa [10] advanced their research by solving
some of the problems that they had posed. A natural question to consider next is to
characterize suitable scaling limits of random simplicial complexes, which are cer-
tain to have fractal structures. However, unlike the case with random graphs, there
are as yet no concrete results about this question because the theory and techniques
are yet to be developed fully.

In this article, we follow [11, 10] and survey some recent results and new ideas
in the study of the homologies of random simplicial complexes. We hope that this
survey will serve as a preliminary to studying such objects from the perspective of
fractal analysis.

The rest of this article is organized as follows. In Section 2, we introduce vari-
ous concepts regarding random graphs, random graph processes, and their higher-
dimensional analogues, and we state some results regarding their asymptotic behav-
ior. In Section 3, we provide basic ideas for proving the main theorems. In Section 4,
we enumerate several problems for future research.

2 Frameworks and theorems

A typical random graph model is the Erdős–Rényi model G(n, p) [9, 4, 5], which is
defined as the distribution of a random graph consisting of n vertices with the edges
between each pair of vertices included with probability p independently.1 In one of
the earliest results of random graph theory, Erdős and Rényi proved the following.

Theorem 2.1 ([5]). Let ε > 0 and p = p(n) depend on n.

• If p < (1 − ε)(log n)/n for sufficiently large n, then

P(the graph is disconnected) → 1 as n → ∞.

• If p > (1 + ε)(log n)/n for sufficiently large n, then

P(the graph is connected) → 1 as n → ∞.

This theorem shows that the connectivity changes drastically around p =
(log n)/n. Since then, there have been many studies of the behavior around the
threshold probability, which is one of the central topics of random graph theory.

Meanwhile, there have been other types of studies on the limit behavior of the
Erdős–Rényi model. To explain one such type, we introduce a canonical realization
of the family of Erdős–Rényi models {G(n, p)}p∈[0,1] for fixed n. Let Kn = Vn ⊔ En

be the complete graph with n vertices, where Vn and En are the vertex set and the

1 This definition is due to Gilbert [9]. The model that Erdős and Rényi introduced in [4, 5] is slightly
different, but the two models behave similarly as the number of vertices tends to infinity.
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edge set, respectively. We assign independent and identically distributed random
variables {ue}e∈En that are uniformly distributed on [0,1]. We construct a family
of random graphs Xn = {Xn(t)}t∈[0,1] so that each ue is the birth time of the edge
e ∈ En. More precisely, for each t ∈ [0,1], the random graph Xn(t) is defined as

Xn(t) = Vn ⊔ {e ∈ En | ue ≤ t}.

By construction, Xn(t) is nondecreasing with respect to t almost surely, and the law
of Xn(t) is equal to G(n, t) for every t ∈ [0,1].

Let L0(Xn) be the minimal weight of spanning trees2 of Kn, that is,

L0(Xn) = inf

{∑
e∈T

ue

����� T : a spanning tree of Kn

}
.

This quantity has several interpretations: By Kruskal’s algorithm [18], the identities

L0(Xn) =
∫ 1

0
β0(Xn(t)) dt =

n−1∑
i=1

ti (2.1)

hold, where β0(G) denotes the number of connected components of the graph G
minus one, and ti denotes the ith random time when the number of connected
components of Xn(t) decreases. Frieze [7] proved the asymptotic behavior of L0(Xn)
as follows.

Theorem 2.2 ([7]). It holds that

lim
n→∞
E[L0(Xn)] = ζ(3)

(
=

∞∑
k=1

k−3

)
.

Moreover, for any ε > 0,

lim
n→∞
P(|L0(Xn) − ζ(3)| > ε) = 0.

Recently, Hiraoka and Shirai [11] studied a higher-dimensional analogue of (2.1)
and Theorem 2.2, with random graphs and the number of connected components re-
placed by random simplicial complexes and the (reduced) Betti number, respectively.
Let us briefly review the concepts of simplicial complexes and their homologies.

Let V be a nonempty finite set. A collection X of nonempty subsets of V is called
an (abstract) simplicial complex over V if the following conditions are satisfied.

• For every v ∈ V , {v} belongs to X .
• For any σ ∈ X , every nonempty subset of σ belongs to X .

Forσ ∈ X , k := #σ−1 is called the dimension ofσ and is denoted by dimσ. We call
σ a k-dimensional simplex or, equivalently, a k-simplex, and we call the maximum

2 A spanning tree of a graph G is, by definition, a tree that includes all the vertices of G.
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of dimσ the dimension of X . Any finite graph can be regarded as either a zero- or
one-dimensional simplicial complex. If two simplices σ and τ satisfy σ ⊂ τ, then
σ is called a face of τ.

For k ≥ 0, σ = (v0, v1, . . . , vk) ∈ Vk+1 is called an ordered k-simplex of X if
{v0, v1, . . . , vk} is a k-simplex of X . Two ordered simplices are called equivalent if one
is an even permutation of the other. The equivalence class of an ordered k-simplex
σ is denoted by ⟨σ⟩ or ⟨v0, v1, . . . , vk⟩ and is called an oriented k-simplex of X . The
space Ck(X) of k-chains on X is defined as the real vector space consisting of all
linear combinations of oriented k-simplices under the relation that ⟨v0, v1, . . . , vk⟩ =
−⟨v1, v0, . . . , vk⟩ for any oriented k-simplices.

For k ≥ 1, the kth boundary operator ∂k : Ck(X) → Ck−1(X) is defined as a linear
map such that for any ⟨σ⟩ = ⟨v0, v1, . . . , vk⟩ ∈ Ck(X),

∂k ⟨σ⟩ =
k∑
i=0

(−1)i ⟨v0, . . . , vi−1, vi+1, . . . , vk⟩.

By convention, we define C−1(X) = R, and ∂0 : C0(X) → C−1(X) is defined as a
linear map such that ∂0⟨v⟩ = 1 for v ∈ V . Then, it holds that ∂k ◦ ∂k+1 = 0 for all
k ≥ 0. The kth homology group of X over R and the kth (reduced) Betti number
are defined as Hk(X) := ker ∂k/Im ∂k+1 and βk(X) := dim Hk(X), respectively.3
Intuitively, βk(X) is interpreted as the number of k-dimensional holes in X . In
particular, β0(X) is equal to the number of connected components of X minus one.
In the standard definition, we note that ∂0 would be defined as the zero operator,
which makes our zeroth Betti number defined above equal to the conventional zeroth
Betti number minus one.

Research interest has been growing in the higher-dimensional analogue of The-
orem 2.1 and related topics; see the survey by Kahle [16] for recent studies. In
general, the homological structures of large simplicial complexes are expected to
be very complicated. Indeed, as the number of simplices increases, so the effect of
creating holes competes against that of filling holes, thereby making the situation
more problematic than simply analyzing graphs. A distant goal is to extract nice
fractal structures from these simplicial complexes, but initially it would be meaning-
ful to develop effective tools with which to study the limit behavior as the number
of vertices tends to infinity.

We now consider a family X = {X(t)}t≥0 of subcomplexes of X , and we call it a
right-continuous filtration of X if X(s) ⊂ X(t) for 0 ≤ s ≤ t and X(t) = ∩

t′>t X(t ′)
for t ≥ 0. Here, X(t) can be an empty set, which is regarded as a (−1)-dimensional
simplicial complex. Let R[R≥0] be a real vector space of formal linear combinations
of finite elements of R≥0. We describe each element of R≥0 as zt (t ∈ R≥0), where
z is indeterminate. The product of two elements of R[R≥0] is defined so as to be
consistent with azs · bzt = abzs+t (a, b ∈ R and s, t ∈ R≥0). This operation equips
R[R≥0] with a ring structure. For k ≥ 0, the kth persistent homology PHk(X) of

3 In general, we can define the spaces Ck (X , R) and Hk (X , R) as R-modules for a commutative
ring R. In this paper, we consider only the case R = R.



Asymptotics of integrals of Betti numbers for random simplicial complex processes 5

X = {X(t)}t≥0 is defined as

PHk(X) =
⊕
t≥0

Hk(X(t)),

which is regarded as a graded module over R[R≥0]. Here, Hk(X(s)) is considered
as a subset of Hk(X(t)) for 0 ≤ s ≤ t by a natural inclusion from X(s) to X(t). The
structure theorem of the persistent homology is stated as follows.

Theorem 2.3 (e.g., see [22, 11]). For each k ≥ 0, there exist unique indices p,q ∈
Z≥0 and {bi}p+qi=1 , {di}pi=1 ⊂ R≥0 such that bi < di for all i = 1, . . . , p, and the
following graded module isomorphism holds:

PHk(X) ≃
p⊕
i=1

(
(zbi )

/
(zdi )

)
⊕

p+q⊕
i=p+1

(zbi ),

where (za) denotes the ideal in R[R≥0] that is generated by the monomial za.

In Theorem 2.3, we call bi and di the kth birth and death times, respectively,
which indicate the appearance and disappearance of each k-dimensional “hole” in
X. The corresponding lifetime is defined as li := di − bi . We set di = li = ∞ for
i = p + 1, . . . , p + q, and we define the lifetime sum Lk(X) as

Lk(X) =
p+q∑
i=1

(di − bi).

The following is a generalization of the second identity of (2.1) to filtrations.

Theorem 2.4 (Lifetime formula [11, Proposition 2.2]). It holds that

Lk(X) =
∫ ∞

0
βk(X(t)) dt .

Analogously, by defining

(Lk(X))T =
p+q∑
i=1

(
(di ∧ T) − (bi ∧ T)

)
for T > 0, we have

(Lk(X))T =
∫ T

0
βk(X(t)) dt.

An analogue of the first identity of (2.1) has also been obtained by introducing the
concept of spanning acycles; see [11] for further details.

Now, we are interested in the asymptotic behavior of Lk(X) for random filtrations
as the number of vertices tends to infinity. The random models are introduced as
follows.
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For each i ∈ Z≥0, we take a probability distribution function pi on [0,+∞]. Let n ∈
N and let K(n) denote the complete (n− 1)-dimensional simplicial complex, namely
the family of all nonempty subsets of an n-point set. We take a family of independent
random variables {uτ}τ∈K(n) such that each uτ obeys the distribution function pdimτ .
We then define a random simplicial complex processXn = {Xn(t)}t≥0 over n vertices
by

Xn(t) := {σ ∈ K(n) | uτ ≤ t for every simplex τ(, ∅) with τ ⊂ σ}. (2.2)

We call this process a multi-parameter random complex process. We can also con-
sider Xn = {Xn(t)}t∈[0,T ] for fixed T > 0 in an obvious manner. In this case, we
write Lk(Xn) for (Lk(Xn))T .

We have the following typical examples in mind.

Example 2.5 (cf. [19]). Let d ∈ N be fixed. For each i ∈ Z≥0, define

pi(t) =


1 (i < d)
t ∧ 1 (i = d)
0 (i > d)

for t ≥ 0.

In [10], the corresponding process K (d)
n = {K (d)

n (t)}t∈[0,1] for n > d and T = 1 is
called the d-Linial–Meshulam complex process. By definition, for each t ∈ [0,1],
the random simplicial complex K (d)

n (t) (⊂ K(n)) is described as follows:

• K (d)
n (t) includes every simplex of K(n) whose dimension is less than d.

• K (d)
n (t) includes each d-dimensional simplex of K(n) with probability t indepen-

dently.
• K (d)

n (t) includes no simplex of K(n) whose dimension is greater than d.

The Erdős–Rényi graph process is identified with K (1)
n .

Example 2.6 (cf. [14]). Let d ∈ N be fixed. For each i ∈ Z≥0, define

pi(t) =


1 (i < d)
t ∧ 1 (i = d)
1 (i > d)

for t ≥ 0.

In [10], the corresponding process C(d)
n = {C(d)

n (t)}t∈[0,1] for n > d and T = 1 is
called the d-flag complex process. By definition, for each t ∈ [0,1], the random
simplicial complex C(d)

n (t) (⊂ K(n)) is described as follows:

• C(d)
n (t) includes every simplex of K(n) whose dimension is less than d.

• C(d)
n (t) includes each d-dimensional simplex of K(n) with probability t indepen-

dently.
• C(d)

n (t) includes each simplex σ of K(n) whose dimension is greater than d if and
only if every d-dimensional face of σ belongs to C(d)

n (t).
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C(1)
n is also called the random clique complex process.

Our main concern is the asymptotic behavior of E[Lk(Xn)] as n → ∞. To state
the results, we introduce the following functions:

q−1(t) := 1, qk(t) :=
k∏
i=0

{pi(t)}(
k+1
i+1) (k ≥ 0),

rk(t) :=
qk+1(t)
qk(t)

=

k+1∏
i=0

{pi(t)}(
k+1
i ) (k ≥ −1).

(2.3)

Note that qk(t) denotes the probability of a fixed k-simplex appearing at time t. For
a k-simplex σ and a (k + 1)-simplex τ with σ ⊂ τ, rk(t) represents the conditional
probability of τ appearing at time t given σ appearing.

Let řk denote the generalized inverse function of rk , namely

řk(u) = inf{t ≥ 0 | rk(t) > u} for u < 1,

and řk(1) = ∞. We further define

Qk(t) =
∫ t

0
qk(s) ds for t ≥ 0,

Φk(u) = Qk(řk(u)) and Ψk(u) = Qk(řk−1(u)) for u ∈ [0,1).

In what follows, we use the standard notations big-O and little-o, and

• f (u) = Θ(g(u)) means that f (u) = O(g(u)) and g(u) = O( f (u)) as u → 0;
• an ≍ bn means that an = O(bn) and bn = O(an) as n → ∞.

Below, k is a fixed number. The following result is a special case of more-general
estimates [10, Theorems 4.3 and 4.4].

Theorem 2.7 ([10, Corollary 4.5]). Suppose thatΦk(u) = Θ(ua) for some a ∈ [0,∞)
and Ψk(u) = o(Φk(u)) as u → 0. Then, for each T > 0,

E[(Lk(Xn))T ] ≍ nk+1−a . (2.4)

Moreover, if
∫ ∞
0 t1+δdqk+1(t) < ∞ for some δ > 0, then

E[Lk(Xn)] ≍ nk+1−a . (2.5)

The following is a rather simple case but is not treated in Theorem 2.7.

Theorem 2.8 ([10, Theorem 4.6]). IfΦk(u) = Ψk(u) for all u ∈ [0,1), then Lk(Xn) =
0 almost surely for all n ∈ N.

We apply these results to Examples 2.5 and 2.6.
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Example 2.9 ([10, Example 4.8]). We consider the d-flag complex process C(d)
n =

{C(d)
n (t)}t∈[0,1] as in Example 2.6. From straightforward computation, we obtain

(Φk(u),Ψk(u)) =


(0,0) (k < d − 1),
(u,0) (k = d − 1),(
Θ

(
u

k+1−d
d+1 +(k+1

d )
−1 )
,Θ

(
u

k+1
d+1+(kd)

−1 ))
(k ≥ d).

From Theorems 2.7 and 2.8, we have

E[Lk(C(d)
n )] ≍

{
0 (k < d − 1),
n

(k+2)d
d+1 −(k+1

d )
−1

(k ≥ d − 1).

In particular,
E[Lk(C(1)

n )] ≍ nk/2+1−1/(k+1).

This estimate improves Theorem 6.10 in [11] and determines the growth order,
thereby answering the question posed in [11, Section 7.4].

Example 2.10 ([10, Example 4.7]). We consider the d-Linial–Meshulam complex
process K (d)

n = {K (d)
n (t)}t∈[0,1] as in Example 2.5. It is straightforward to see that

(Φk(u),Ψk(u)) =


(0,0) (k < d − 1),
(u,0) (k = d − 1),
(1/2,u2/2) (k = d),
(0,0) (k > d).

From Theorems 2.7 and 2.8, we have

E[Lk(K (d)
n )] ≍


0 (k , d − 1, d),
nd−1 (k = d − 1),
nd+1 (k = d).

The case k = d − 1 corresponds to [11, Theorem 1.2].

In fact, we have more-precise asymptotics for Ld−1(K (d)
n ). Following [20, 11], we

introduce the limit constant. Let t∗1 = c∗1 = 1. For d ≥ 2, let t∗
d

be the unique root in
(0,1) of

(d + 1)(1 − t) + (1 + dt) log t = 0, (2.6)

and define c∗
d
= (− log t∗

d
)/(1 − t∗

d
)d > 0. For c ≥ c∗

d
, let tc denote the smallest

positive root of (− log t)/(1 − t)d = c. Define functions gd and hd on [0,∞) as

gd(c) =
{

0 (c < c∗
d
),

ctc(1 − tc)d +
c

d + 1
(1 − tc)d+1 − (1 − tc) (c ≥ c∗

d
),
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and
hd(c) = 1 − c

d + 1
+ gd(c).

We also define
Id−1 :=

1
d!

∫ ∞

0
hd(s) ds.

Then, the limit behavior of Ld−1(K (d)
n ) is described as follows.

Theorem 2.11 (part of [10, Theorem 4.11]). Let d ≥ 1. The constant Id−1 is finite,
and for any r ∈ [1,∞),

lim
n→∞
E

[����� Ld−1(K (d)
n )

nd−1 − Id−1

�����r
]
= 0;

in particular, E[Ld−1(K (d)
n )]/nd−1 converges to Id−1 as n → ∞.

This claim is a justification of an informal discussion in [11, Section 7.1]. Note
that I0 = ζ(3), and Theorem 2.11 with d = 1 is consistent with Theorem 2.2. See
[10, Section 4.4] for explicit expressions for general Id−1 and further information. In
particular, we have

I1 =
1
2

[
Li2(t∗2) + (log t∗2) log(1 − t∗2) +

t∗2(log t∗2)2

2(1 − t∗2)
+
(log t∗2){log t∗2 + (1 − t∗2)}

4(1 − t∗2)2

]
=

1
2

[
Li2(t∗2) + (log t∗2) log(1 − t∗2) +

3(1 − t∗2)(1 + 3t∗2)
2(1 + 2t∗2)2

]
(2.7)

and

I2 =
1
12

[
Li2(t∗3) + (log t∗3 − 1) log(1 − t∗3) +

t∗3(log t∗3)(log t∗3 − 2)
2(1 − t∗3)

+
t∗3(log t∗3)2

2(1 − t∗3)2
+
(log t∗3){log t∗3 + (1 − t∗3)}

3(1 − t∗3)3

]
=

1
12

[
Li2(t∗3) + (log t∗3 − 1) log(1 − t∗3) +

4((t∗3)2 + 5t∗3 + 1)
(1 + 3t∗3)2

]
, (2.8)

where Li2(x) denotes the dilogarithm

Li2(x) =
∞∑
k=1

xk

k2 (−1 ≤ x ≤ 1).

We remark that the second identities of (2.7) and (2.8) follow from the fact that t∗
d

is
a root of (2.6).
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3 Ideas for proving the theorems

In this section, we explain some basic ideas for proving the main results (Theo-
rems 2.7 and 2.11) in the previous section, following [10]. Because

E[(Lk(X))T ] =
∫ T

0
E[βk(X(t))] dt and E[Lk(X)] =

∫ ∞

0
E[βk(X(t))] dt

from Theorem 2.4, it suffices to obtain a sufficiently sharp estimate of E[βk(X(t))]
for each random simplicial complex X(t). In general, it is a difficult problem to obtain
a good estimate of a Betti number for a large simplicial complex X . The following
is a basic estimate.

Lemma 3.1. For every k ≥ 0,

fk(X) − fk+1(X) − fk−1(X) ≤ βk(X) ≤ fk(X), (3.1)

where fk(X) denotes the number of all k-simplices of X , and f−1(X) = 1 by conven-
tion.

This is a version of the Morse inequality and is proved by simple application of
linear algebra. Lemma 3.1 provides good upper and lower estimates of E[βk(X(t))]
if t is sufficiently small. In fact, as crucially noticed in [11], replacing X in the first
inequality of (3.1) by X(t) and integrating with respect to t on a small interval [0, t0]
gives a lower estimate in (2.4) with the correct growth order. Thus, the main difficulty
in the proof of Theorem 2.7 is the upper estimate in (2.4) and (2.5).

For general t, we require another strategy for estimating βk(X(t)). To explain this
strategy, we introduce several concepts from graph theory and topology. Let G be
a finite undirected graph with a vertex set V , an edge set E , and with no loops or
multiple edges. The degree deg(v) of a vertex v ∈ V is defined as the number of
w ∈ V such that {v,w} ∈ E . The averaging matrix A[G] = {avw}v,w∈V of G is
defined as

avw :=


1/deg(v) if {v,w} ∈ E,
1 if deg(v) = 0 and v = w,

0 otherwise.

This is interpreted as the transition probability of a simple random walk on G. The
Laplacian L[G] of G is defined as L[G] = IV − A[G], where IV is the matrix that
acts as the identity operator on V . Let {λi}#V

i=1 be all the (not necessarily distinct)
eigenvalues of L[G]. Note that λi ∈ [0,2] for all i and at least one λi is zero. Define

γ(G;α) := #{i | λi ≤ α} − 1 (≥ 0)

for α ≥ 0. By convention, γ(∅;α) := 0.
Given a D-dimensional simplicial complex X and a j-simplex τ in X with −1 ≤

j ≤ D, the link lkX (τ) of τ in X is defined as
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lkX (τ) := {σ ∈ X | τ ∩ σ = ∅ and τ ∪ σ ∈ X}.

This is either an empty set or a simplicial complex whose dimension is at most
D − j − 1. Let lkX (τ)(1) denote the 1-skeleton of lkX (τ), that is, the totality of the
simplices of lkX (τ) whose dimensions are at most 1. This is either an empty set or a
graph.

A key estimate is described as follows.
Theorem 3.2 ([10, Theorem 2.5]). Suppose that the dimension D of X is greater
than or equal to 1. Then

βD−1(X) ≤
∑
τ

γ
(
lkX (τ)(1); 1 − D−1), (3.2)

where τ in the summation is taken to be all (D − 2)-simplices of X .

Informally speaking, this claim says that the Betti number is dominated by the
sum of the number of small eigenvalues of the Laplacian on the 1-skeleton of each
link of X . In particular, if the right-hand side of (3.2) is zero, then HD−1(X) =
{0}. In this sense, Theorem 3.2 is regarded as a quantitative generalization of the
cohomology vanishing theorem4 [8, 2]. The proof of Theorem 3.2 is based on a
careful modification of that of [2, Theorem 2.1] and some additional arguments to
remove extra assumptions.

From Theorem 3.2, under the assumption that (3.2) provides a sufficiently sharp
estimate, the upper estimate of the Betti number is reduced to counting small eigen-
values of Laplacians on graphs. If X is a random simplicial complex, then this is
closely related to the study of the eigenvalues of random matrices.

We apply this estimate to the following multi-parameter random simplicial com-
plexes that were introduced in [3, 6]. Let {pi}∞i=0 be fixed parameters with 0 ≤ pi ≤ 1
for all i. We define a sequence of random simplicial complexes {Xn}n∈N as follows.
For each n ∈ N, we start with a set V of n vertices and retain each vertex with inde-
pendent probability p0. Each edge with both ends retained is added with probability
p1, independently. Iteratively, for i = 1,2, . . . ,n−1, each i-simplex for which all faces
were added by the previous procedures is added with probability pi , independently.
The resulting random simplicial complex is Xn. From the definition, {Xn(t)}n∈N
defined in (2.2) for fixed t is nothing but {Xn}n∈N with parameters {pi(t)}∞i=0.

Just as in (2.3), we define

q−1 := 1, qk :=
k∏
i=0

p(
k+1
i+1)

i (k ≥ 0),

rk :=
qk+1

qk
=

k+1∏
i=0

p(
k+1
i )

i (k ≥ −1).

Then, a crucial estimate is described as follows.

4 The proof is based on the discussion of the cohomology, not the homology. However, they are
isomorphic.
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Theorem 3.3 ([10, Theorem 3.6]). Let k ≥ 0 and l ∈ N. Then, there exists a positive
constant C depending only on k and l such that, for all n ∈ N,

E[βk(Xn)] ≤ nk+1qk
{
1 ∧ C(nrk)−l

}
. (3.3)

We give a brief outline of the proof of Theorem 3.3. Lemma 3.1 immediately
implies the inequality

E[βk(Xn)] ≤ nk+1qk . (3.4)

Therefore, it suffices to prove the inequality

E[βk(Xn)] ≤ Cnk+1qk(nrk)−l (3.5)

for some C. The proof is decomposed into the following three cases. The constants
K1 ≤ K2 below should be taken appropriately.

Case 1 If rk ≥ K1

n
∨ (nrk−1)1/l

n
, then the effect of “filling k-dimensional holes”

is strong; (3.5) follows from a variant of the cohomology vanishing theo-
rem of random simplicial complexes (e.g., [15, Theorem 1.1 (1)] and [6,
Theorem 1.1]) that is based on insightful results regarding spectral gaps
on random graphs by Hoffman, Kahle, and Paquette [12].

Case 2 If
K2

n
≤ rk ≤ (nrk−1)1/l

n
, then we use a general inequality

#{eigenvalues of L (counting multiplicities) greater than α}
= #{eigenvalues of (L/α)l (counting multiplicities) greater than unity}
≤ tr((L/α)l) = α−l tr(Ll)

for nonnegative-definite symmetric matrices L and α > 0. Applying this
by letting L = L[lkXn (τ)] with τ ∈ Xn and α = 1 − 1/(k + 1), and using
some combinatorial arguments for estimating tr(Ll), we can prove (3.5)
via Theorem 3.2.

Case 3 If rk ≤ K2

n
, then (3.4) implies (3.5) for a suitable C.

Remark 3.4. As seen from the above explanation, the novel Betti-number estimate
is that in the intermediate range (Case 2). We remark that combinatorial arguments
that are similar in spirit are also found in the classical proof of Wigner’s semicircle
law of random matrices, albeit in a slightly different situation.

Now, we obtain

E[Lk(Xn)] =
∫ ∞

0
E[βk(Xn(t))] dt (from Theorem 2.4)

≤
∫ ∞

0
nk+1qk(t)

{
1 ∧ C(nrk(t))−l

}
dt (from Theorem 3.3).
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Taking l to be sufficiently large and performing some elementary calculations, we
reach an estimate E[Lk(Xn)] = O(nk+1−a) as n → ∞. The estimate of E[(Lk(Xn))T ]
is similarly proved, which completes the proof of Theorem 2.7.

In proving Theorem 2.11, the following is the key fact and follows from the results
by Linial and Peled [20] that come from the convergence of a sequence of random
graphs induced by {K (d)

n (s/n)}n∈N for fixed s ≥ 0.

Theorem 3.5. For any s ≥ 0 and ε > 0,

lim
n→∞
P

(����� βd(K (d)
n (s/n))(n
d

) − gd(s)
����� > ε

)
= 0.

With the help of the Euler–Poincaré formula, we can prove that, for each s ≥ 0
and ε > 0,

lim
n→∞
P

(����� βd−1(K (d)
n (s/n))(n
d

) − hd(s)
����� > ε

)
= 0. (3.6)

We note that Ld−1(K (d)
n )

nd−1 − Id−1


Lr

=

∫ ∞

0

(
βd−1(K (d)

n (s/n))
nd

1[0,n](s) −
1
d!

hd(s)
)

ds


Lr

≤
∫ ∞

0
Un(s) ds,

where

Un(s) =
 βd−1(K (d)

n (s/n))
nd

1[0,n](s) −
1
d!

hd(s)

Lr

.

Combining Theorem 3.3 and (3.6), we obtain limn→∞ Un(s) = 0 for each s ≥ 0
and supn∈NUn(s) is Lebesgue integrable over [0,∞). The dominated convergence
theorem implies that

∫ ∞
0 Un(s) ds converges to zero as n → ∞, which finishes the

proof of Theorem 2.11.
A similar outline was discussed informally in [11, Section 7.1]. However, because

we now have the uniform estimate (3.3), we can provide a rigorous proof.

4 Concluding remarks

Theorems 2.7 and 2.11 remain at the beginning of the homological study of families
of random simplicial complexes. We will describe some potential directions for
future research.

1. In [11], discrete Morse theory was used for estimating Lk(Xn). Although the
argument therein did not provide the optimal asymptotics, it may be interesting
to investigate that approach further.
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2. Work is in progress [17] to prove the existence and identify the limit of scaled
expectations of Lk(Xn) (Theorem 2.11) for general models other than d-Linial–
Meshulam complex processes.

3. The limit constants [e.g., (2.7) and (2.8)] for d-Linial–Meshulam complex pro-
cesses are regarded as “higher-dimensional” analogues of ζ(3), but the question
remains as to whether they have simpler expressions.

4. As already mentioned in [11], the next problem to be considered is proving the
central limit theorem for Lk(Xn). In the case of the Erdős–Rényi process, this has
been proved by Janson [13].

5. The sum of the αth power (α > 0) of lifetimes was studied in [10, Theorem 4.11]
for d-Linial–Meshulam complex processes. In any further investigation, it would
not be sufficient to study only the homologies of the simplicial complexes Xn(t)
for fixed t: we require the homological structure of the filtration {Xn(t)}t≥0 itself.

6. Regarding item 5 in this list, the scaling limit of graphs in the Gromov–Hausdorff–
Prokhorov topology has also been studied extensively (see [1, 21] and the refer-
ences therein for recent studies). The limit objects in that case would have fractal
structures and should provide detailed information about random graphs. Study-
ing the counterpart of random simplicial complexes or their filtrations would be
required for more-comprehensive understanding.

Acknowledgements This study was supported by JSPS KAKENHI Grant Numbers JP19H00643
and JP19K21833.
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