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Abstract. When U is a convex subset of a Banach space E, we prove that

W 1,2(E)|U is dense in W 1,2(U) under suitable conditions, where W 1,2(X) is
the domain of a canonical Dirichlet form on X.

1. Introduction

When U is a sufficiently regular set of Rn, it is a classical result that the Sobolev
spaces on U have an extension property in the sense that there is a bounded linear
map W r,p(U) 3 f 7→ f̃ ∈ W r,p(Rn) so that f̃ |U = f . In particular, the function
space {f |U | f ∈ W r,p(Rn)} coincides with W r,p(U). This property allows to reduce
many problems on U to those on Rn.

In this paper, we study its counterpart for Dirichlet spaces in infinite dimen-
sions. We briefly give a framework without stating technical details. Let E be a
separable Banach space and µ a Borel probability measure on E. When a suitable
Hilbert space H is equipped with E and X is a good subset of E, we can define
an H-valued gradient operator D and an associated Dirichlet space (EX ,W 1,2(X)).
We will prove that {f |U | f ∈ W 1,2(E)} is dense in W 1,2(U) under several condi-
tions, when U is convex. This property is much weaker than the extension property
mentioned above, but still useful for the study of the domain of Dirichlet forms.
For example, there are studies [AK92, AKR90, Eb99] to assure that W 1,2(E) is
maximal among the Markovian extensions of given set C of smooth functions. In
addition to this, if the Markovian uniqueness holds, namely, C is dense in W 1,2(E),
then we can conclude that C|U is dense in W 1,2(U) and W 1,2(U) deserves to be the
‘canonical’ domain extending C|U .

The convexity assumption in this study is rather technical and we expect that
the claim of the main theorem is true for more general sets, like a set {ϕ > 0} with
smooth function ϕ. We would like to emphasize, however, that the boundary of
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2 MASANORI HINO

convex sets U is not smooth in general and such objects are appearing recently in
various contexts such as [Za01, Ot01, FÜ00, FH01].

The organization of this paper is as follows. In section 2, we present a framework
and give a precise statement of the theorem. Section 3 consists of proofs. We give
an example and remarks in the last section.

2. Notation and result

Let (E, | · |E) be an infinite dimensional real separable Banach space and µ a
Borel probability measure on E. The σ-field will be completed by µ. Let H be a
real separable Hilbert space densely and continuously embedded in E. By means
of the Riesz isometry, we can consider the inclusion E∗ ⊂ H∗ = H ⊂ E, where E∗

(resp. H∗) is a topological dual space of E (resp. H). E∗ is dense both in H and
in E. We will denote the norm of H by | · |H . The inner product 〈·, ·〉 on H will be
also used to describe the pairing between H∗ and H, and E∗ and E.

For a separable Hilbert space S, the Lp space of all S-valued Lp-functions on
a measure space (X,F , ν) is denoted by Lp(X → S, ν) with norm ‖ · ‖Lp(X→S,ν).
When S = R, it is omitted from the notations. When X is a measurable subset of E
and ν = µ|X , we will simply write Lp(X → S, µ) or Lp(X → S). For a topological
space A, B(A) will denote the Borel σ-field of A. We often use λ (or λn) to denote
the Lebesgue measure on Rn or an n-dimensional subspace of H.

For a finite dimensional subspace G of E∗, let G⊥ = {z ∈ E | 〈h, z〉 =
0 for every h ∈ G}. Then E is decomposed as a direct sum G⊥⊕G. The canonical
projection maps on E onto G⊥ and G will be denoted by PG and QG, respectively.
That is, they are given by

PGz = z −QGz, QGz =
n∑

i=1

〈hi, z〉hi

where {h1, . . . , hn} ⊂ E∗ ⊂ H ⊂ E is an orthonormal basis of G in H.
Let µG⊥ be the image measure of µ by PG. Since G⊥ is a closed subspace of E,

there exists a kernel ρG : G⊥ × B(G) → [0, 1] such that the disintegration formula

(2.1)
∫

E

f(z) µ(dz) =
∫

G⊥

∫

G

f(x + y) ρG(x, dy)µG⊥(dx)

holds for every bounded Borel function f on E. ρG is uniquely determined in the
sense that ρG(x, ·) = ρ̃G(x, ·) for µG⊥ -a.e. x if ρ̃G is another kernel satisfying the
same relation as (2.1). When G = Rh for some h ∈ E∗, we will write h⊥, µh⊥ , and
ρh in place of G⊥, µG⊥ , and ρG, respectively.

Let K be a dense linear subspace of H consisting of elements in E∗. We impose
the following assumption.

(K) For each h ∈ K \{0}, for µh⊥ -a.e. x ∈ h⊥, ρh(x, ·) is absolutely continuous
with respect to the Lebesgue measure λ1 on Rh, and the Radon-Nikodym
derivative, denoted by ρh(x, y), satisfies the following: for any finite in-
terval I in R, λ1- essinfs∈I ρh(x, sh) > 0 holds for µh⊥ -a.e. x.

Then, the support of µ is necessarily the whole space E.
Let X be a subset of E with positive µ-measure. For x ∈ E and h ∈ E∗, define

a subset IX
x,h of R by

IX
x,h = {s ∈ R | x + sh ∈ X}.
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We say that X is moderate if for each h ∈ K, the boundary of IX
x,h in R is a Lebesgue

null set for µ-a.e. x. Suppose that X is moderate. For a function f on X, x ∈ E and
h ∈ E∗ \ {0}, the function fh(x, ·) on IX

x,h will be defined by fh(x, s) = f(x + sh).
For h ∈ K \ {0}, let D(EX

h ) be the space of all functions f in L2(X) such that
for µh-a.e. x ∈ h⊥, fh(x, ·) has an absolutely continuous version f̃h(x, ·) and there
exists ∂hf ∈ L2(X) so that

(∂hf)(x + sh) =
∂

∂s
f̃h(x, s) λ1-a.e. s ∈ IX

x,h, µh⊥ -a.e. x ∈ h⊥.

Then, from [AR90, Theorem 3.2], the bilinear form (EX
h , D(EX

h )) on L2(X) defined
by

EX
h (f, g) =

∫

X

(∂hf)(∂hg) dµ, f, g ∈ D(EX
h )

is a closed form.
With these notations, the space W 1,2(X) on X is given by

W 1,2(X) =



f ∈

⋂

h∈K\{0}
D(EX

h )

∣∣∣∣∣∣

there exists Df ∈ L2(X → H) such
that 〈Df, h〉 = ∂hf µ-a.e. on X
for every h ∈ K \ {0}



 .

We remark that it should correspond to a weak Sobolev space in the terminology
of [Eb99]. By [AR90, Theorem 3.10], the bilinear form (EX ,W 1,2(X)) on L2(X)
defined by

EX(f, g) =
∫

X

〈Df, Dg〉 dµ, f, g ∈ W 1,2(X)

is a Dirichlet form. Moreover, since D has a derivation property

(2.2) D(Φ(f)) = Φ′(f)Df, f ∈ W 1,2(X), Φ ∈ C∞c (R),

(EX ,W 1,2(X)) is local in the sense of [BH91, Definition I.5.1.2]. We will enumerate
its consequence for later use.

Proposition 2.1. Let Φ be a Lipschitz function on R and let f and g be in
W 1,2(X). Then the following is true.

(1) For any Lebesgue null set A of R, Df = 0 on f−1(A) µ-a.e.
(2) If f = 0 on a measurable set B, then Df = 0 on B µ-a.e.
(3) Φ(f) ∈ W 1,2(X) and D(Φ(f)) = Φ′(f)Df µ-a.e.
(4) If g ∈ L∞(X) and |Dg|H ∈ L∞(X), then fg ∈ W 1,2(X) and D(fg) =

f(Dg) + g(Df) µ-a.e.

Proof. The first and the second assertions follow from Theorem I.7.1.1 and
Proposition I.7.1.4 in [BH91], respectively. The third one is proved by approxi-
mating Φ by smooth functions, using (2.2), and taking limits in view of (1). The
proof of the fourth one is straightforward. ¤

We also note that if f ∈ W 1,2(X) has a closed set A included in the interior of
X so that f = 0 on X \A, then f ∈ W 1,2(E) by letting f = 0 on E \X.

We equip W 1,2(X) with the norm ‖ · ‖W 1,2(X) defined by

‖f‖W 1,2(X) =
(
EX(f, f) + ‖f‖2L2(X)

)1/2

.

The space W 1,2(X) might depend on the choice of K. See, however, Remark 2.3
below.
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When A is a function space on E, A|X will denote the totality of functions on
X obtained from functions in A by the natural restriction of the domain.

Now, our theorem is as follows.

Theorem 2.2. Let U be a subset of E. Assume the following conditions.
(A1) The embedding of H into E is compact.
(A2) In addition to the condition (K), ρh(x, y) satisfies the following for each

h ∈ K \ {0} : for any compact set A in h⊥ and any T > 0,

µh⊥- esssup
x∈A

(
λ1- essosc

|s|≤T
log ρh(x, sh)

)
< ∞,

where λ1 is the Lebesgue measure on R.
(A3) There exists an increasing sequence {Gn} of finite dimensional subspaces

of K such that
⋃∞

n=1 Gn is dense in E∗ in the weak* topology and

lim
n→∞

µ({|PGnz|E > ε}) = 0

for every ε > 0.
(A4) U is a convex set with nonempty interior.

Then, W 1,2(E)|U is dense in W 1,2(U). In particular, if C is a dense subspace in
W 1,2(E), then C|U is dense in W 1,2(U).

Here, essosc is in general defined by

essosc
y∈B

F (y) = esssup
y∈B

F (y)− essinf
y∈B

F (y),

and esssup ∅ = −∞, essinf ∅ = ∞, and (−∞)− (−∞) = ∞ by definition.

Remark 2.3. (1) Since (A4) assures that U is moderate, the space W 1,2(U)
is well-defined.

(2) When each h in a subset K̃ of E∗ is well-(µ-)admissible in the sense of
[AKR90], then for any subspace K of K̃ which is dense in H, W 1,2(E)
defines the same space by [AKR90, Theorem 3.4]. In such case, Theo-
rem 2.2 concludes that W 1,2(U) is also independent of the choice of K.

3. Proof

Firstly, we provide some notations. When A is a subset of E, A◦ and Ā denote
the interior and the closure of A in E, respectively. For a ∈ E and r > 0, we set
BE(a, r) = {z ∈ E | |z−a|E < r} and BH(a, r) = {z ∈ E | z−a ∈ H and |z−a|H <
r}. B̄E(a, r) and B̄H(a, r) are defined by replacing < by ≤ above. When a = 0,
it is often omitted from the notation. The condition (A1) implies that B̄H(a, r) is
compact in E. For a subspace G of H and r > 0, we set BG(r) = {y ∈ G | |y|H < r}
and B̄G(r) = {y ∈ G | |y|H ≤ r}. As usual, when A, B ⊂ E and z ∈ E, we set
A + B = {a + b | a ∈ A, b ∈ B} and z + B = {z + b | b ∈ B}.

Assume only (A2) for the present.

Lemma 3.1. Let G be a finite dimensional subspace of K(⊂ H). Then, for µG⊥-
a.e. x, ρG(x, dy) is absolutely continuous with respect to the Lebesgue measure λ on
G, and the Radon-Nikodym derivative, denoted by ρG(x, y), satisfies the following:
for every compact set A in G⊥ and any bounded subset B of G,

µG⊥- esssup
x∈A

(
λ- essosc

y∈B
log ρG(x, y)

)
< ∞.
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In particular, for µG⊥-a.e. x,

0 < λ- essinf
y∈B

ρG(x, y) ≤ λ- esssup
y∈B

ρG(x, y) < ∞.

Proof. When G is one-dimensional, the claim is nothing but (A2). Suppose
that the claim is true for any (N − 1)-dimensional subspaces. Let G be an N -
dimensional subspace of K. Take an orthonormal basis {h1, . . . , hN} of G in H.
For each i = 1, . . . , N , set Gi = {y ∈ G | 〈hi, y〉 = 0}. Then h⊥i = G⊥ ⊕ Gi and
there exists a kernel τi : G⊥ × B(Gi) → [0, 1] such that for every bounded Borel
function g on h⊥i ,

∫

h⊥i

g(u)µh⊥i
(du) =

∫

G⊥

∫

Gi

g(x + v) τi(x, dv)µG⊥(dx).

Then, for a bounded Borel function f on E,∫

E

f(z) µ(dz) =
∫

h⊥i

∫

Rhi

f(u + w)ρhi
(u,w) λ1(dw)µh⊥i

(du)

=
∫

G⊥

∫

Gi

∫

Rhi

f(x + v + w)ρhi
(x + v, w) λ1(dw) τi(x, dv)µG⊥(dx).

Comparing this with (2.1), we have for µG⊥ -a.e. x,

(3.1)
∫

G

ϕ(y) ρG(x, dy) =
∫

Gi

∫

Rhi

ϕ(v + w)ρhi(x + v, w) λ1(dw) τi(x, dv)

for every bounded Borel function ϕ on G. From (K), this means that hi is an
admissible element of (G, ρG(x, ·)) in the sense of [AR90], for µG⊥ -a.e. x. Then,
for µG⊥ -a.e. x, ρG(x, ·) is absolutely continuous with respect to λ by [AR90, The-
orem 5.2], which proves the first assertion. From the identity (3.1), the Radon-
Nikodym derivative ρG(x, y) satisfies the relation for each i = 1, . . . , N and for
µG⊥ ⊗ λ1-a.e. (x,w),

τi(x, dv) =
ρG(x, v + w)
ρhi(x + v, w)

λN−1(dv).

In particular, τi(x, dv) is absolutely continuous with respect to λN−1(dv) for µG⊥ -
a.e. x and its Radon-Nikodym derivative τi(x, v) satisfies

(3.2) ρG(x, v + w) = ρhi
(x + v, w)τi(x, v) µG⊥ ⊗ λN -a.e. (x, v, w).

On the other hand, ρGi(x
′, dv) is expressed by ρGi(x

′, v)λN−1(dv) and ρGi(x
′, v) >

0 for µG⊥i
⊗ λN−1-a.e. (x′, v) by the induction hypothesis. Comparing two expres-

sions∫

E

f(z) µ(dz)

=
∫

G⊥

∫

Rhi

∫

Gi

f(x + v + w)ρhi
(x + v, w)τi(x, v)λN−1(dv)λ1(dw)µG⊥(dx)

and∫

E

f(z) µ(dz) =
∫

G⊥⊕Rhi

∫

Gi

f(x + v + w)ρGi
((x,w), v) λN−1(dv) µG⊥i

(dx dw),

we have τi(x, v) > 0 for µG⊥i
⊗λN−1-a.e. (x,w, v). This means that τi(x, v) > 0 for

µG⊥ ⊗ λN−1-a.e. (x, v).
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Now, to prove the second assertion, we may assume that B = {∑N
i=1 sihi | si ∈

[−T, T ], i = 1, . . . , N}. Then,

µG⊥ - esssup
x∈A

λ- essosc
y∈B

log ρG(x, y)

= µG⊥ - esssup
x∈A

λ2N - esssup
(s1,...,sN ,t1,...,tN )∈[−T,T ]2N


log ρG

(
x,

N∑

i=1

sihi

)
− log ρG

(
x,

N∑

j=1

tjhj

)



= µG⊥ - esssup
x∈A

λ2N - esssup
(s1,...,sN ,t1,...,tN )∈[−T,T ]2N

N∑

k=1
log ρG

(
x,

k∑

i=1

sihi +
N∑

j=k+1

tjhj

)
− log ρG

(
x,

k−1∑

i=1

sihi +
N∑

j=k

tjhj

)



≤
N∑

k=1

µG⊥ - esssup
x∈A

λN -1- esssup
(s1,...,sk−1,tk+1,...,tN )∈[−T,T ]N−1

λ1- essosc
|s|≤T

log ρG

(
x,

k−1∑

i=1

sihi +
N∑

j=k+1

tjhj + shk

)

≤
N∑

k=1

µh⊥k
- esssup

u∈A+QGk
(B)

λ1- essosc
|s|≤T

log ρhk
(u, shk). (by (3.2))

This is finite by the condition (A2). ¤

Let G be an N -dimensional subspace of K. Take a nonnegative and infinitely
differentiable function Ψ on G with supp Ψ ⊂ BG(1) and

∫
G

Ψ dλN = 1, and set
Ψε(y) = ε−NΨ(y/ε) for each ε > 0. Let S be a separable Hilbert space with norm
| · |S and suppose that a subset X of E is moderate. We consider f ∈ L2(X → S)
as an element of L2(E → S) by letting f = 0 on E \X. Suppose also that f = 0
outside a compact set. Then we can take a compact set A ⊂ G⊥ and a bounded
set B ⊂ G so that f = 0 on E \ (A + B). Then, since

∞ >

∫

A

∫

B

|f(x + y)|2SρG(x, y)λN (dy)µG⊥(dx)

≥
∫

A

c(x)
∫

B

|f(x + y)|2S λN (dy)µG⊥(dx),

where c(x) = λN - essinfy∈B ρG(x, y) > 0 for µG⊥ -a.e. x, we obtain that f(x + ·) ∈
L2(G → S, λN ) for µG⊥ -a.e. x ∈ A. We define for each ε ∈ (0, 1),

(3.3) fε(z) =
∫

G

f(z − y)Ψε(y) λN (dy), z ∈ E.

Then, for µG⊥ -a.e. x ∈ A,

‖fε(x + ·)‖2L2(G→S,ρG(x,·))(3.4)

=
∫

G

∣∣∣∣
∫

G

f(x + y′ − y)Ψε(y) λN (dy)
∣∣∣∣
2

S

ρG(x, y′)λN (dy′)
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≤
∫

BG(1)

Ψε(y)
(∫

B

|f(x + y′′)|2S
ρG(x, y′′ + y)

ρG(x, y′′)
ρG(x, dy′′)

)
λN (dy)

≤ c

∫

BG(1)

Ψε(y)‖f(x + ·)‖2L2(G→S,ρG(x,·)) λN (dy)

= c‖f(x + ·)‖2L2(G→S,ρG(x,·)),

where c = µG⊥ - esssup
x∈A

exp

(
λN - essosc
y∈B+BG(1)

log ρG(x, y)

)
< ∞. When S = R, we know

that fε ∈ D(EX
h ) for every h ∈ G \ {0} by similar calculation.

Lemma 3.2. Let f be as above.
(1) fε → f in L2(E → S) as ε ↓ 0.
(2) Suppose that S = R and a subset X ′ of X satisfies that X ′ + BG(r) ⊂ X

for some r > 0. If f ∈ W 1,2(X) moreover, then ∂hfε → ∂hf in L2(X ′)
as ε ↓ 0 for every h ∈ G \ {0}.

Proof. (1) Since fε(x+ ·) → f(x+ ·) in L2(G → S, ρG(x, ·)), we have by using
the domination (3.4),

‖fε − f‖2L2(E→S) =
∫

A

‖fε(x + ·)− f(x + ·)‖2L2(G→S,ρG(x,·)) µG⊥(dx) → 0

as ε ↓ 0.
(2) It is easy to see that ∂hfε(z) = (∂hf)ε(z) if z+BG(ε) ⊂ X. Since (∂hf)ε →

∂hf in L2(E) as ε ↓ 0 by (1), the assertion follows. ¤
Definition 3.3. For a subset A of E, we define

dE(z, A) = inf
w∈A

|z − w|E , dH(z, A) = inf
w∈A∩(z+H)

|z − w|H , z ∈ E.

The following theorem is proved in the same way as [Kus82b, Theorem 4.2].

Theorem 3.4. Let f be a real measurable function on E. If f is square inte-
grable and there is a constant c such that

|f(z + h)− f(z)| ≤ c|h|H , z ∈ E, h ∈ H,

then f ∈ W 1,2(E) and |Df |H ≤ c µ-a.e.

Denote by C the best constant so that |h|E ≤ C|h|H holds for all h ∈ H.

Corollary 3.5. For every A ⊂ E and T > 0, the function f(z) = dE(z, A)∧T
belongs to W 1,2(E) and |Df |H ≤ C µ-a.e. If moreover A is a Borel set, then
g(z) = dH(z, A) ∧ T belongs to W 1,2(E) and |Dg|H ≤ 1 µ-a.e.

Proof. What should be proved is only that g is measurable. For each r > 0,
{g ≤ r} is expressed as

⋂
n∈N(A + B̄H(r + 1/n)), which is a countable intersection

of Suslin sets, in particular universally measurable. ¤
Next, we review a result from convex analysis (see e.g. [Ro70] for reference).

Let G be a finite dimensional affine space of E. For a subset A of G, denote by
A◦G and A

G
, the interior and the closure of A with respect to the relative topology

of G, respectively.

Proposition 3.6. Let B be a convex subset of E. If B◦ ∩ G 6= ∅, then (B ∩
G)◦G = B◦ ∩G and B ∩G

G
= B̄ ∩G.
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Lastly, we need one more proposition.

Proposition 3.7. Assume (A1) and (A3). Then, by taking a subsequence of
{Gn} if necessary, there exist a Borel subspace E0 of E including H and a norm
| · |E0 of E0 satisfying the following.

• µ(E0) = 1.
• (E0, | · |E0) is a separable Banach space.
• (H, | · |H) is compactly embedded in (E0, | · |E0).
• (E0, | · |E0) is continuously embedded in (E, | · |E).
• All PGn and QGn are contraction operators on (E0, | · |E0).

Proof. We mainly follow the argument in [Kus82a, section 3]. We may and
will assume that the operator norm of the embedding map from H to E is 1. By
(A3),

⋃
n∈NGn is dense in H in the weak topology. Therefore, it is also dense in H

in the strong topology, which means that PGn
h → 0 in H as n →∞ for all h ∈ H.

Combining this with (A1), PGn
converges to 0 in the norm sense as operators from

H to E. Then taking a subsequence, we may assume that for all n ∈ N,

|PGn
h|E ≤ 2−n|h|H , h ∈ H, µ({|PGn

z|E ≥ 2−n}) ≤ 2−n.

Define

q(z) =

{ ∞∑
n=0

2n−1|QGn+1z −QGn
z|2E

}1/2

, z ∈ E,

where QG0z := 0. Let E0 = {z ∈ E | q(z) < ∞}. Then E0 is a Borel set and
µ(E0) = 1 by Borel-Cantelli’s lemma. Define |z|E0 = q(z) for z ∈ E0. (E0, | · |E0)
becomes a normed space. Indeed, the condition that |z|E0 = 0 implies z = 0 is
assured by (A3).

For h ∈ H,

(3.5) |QGn+1h−QGn
h|E = |PGn

QGn+1h|H ≤ 2−n|QGn+1h|H ≤ 2−n|h|H .

Therefore, q(h) ≤ (∑∞
n=0 2n−12−2n|h|2H

)1/2 = |h|H .
Next, for z ∈ E0,

|QGk
z|2E0

=
∞∑

n=0

2n−1|QGn+1QGk
z −QGnQGk

z|2E

=
k−1∑
n=0

2n−1|QGn+1z −QGnz|2E ≤ |z|2E0
.

Therefore, QGk
is a contraction operator on E0. Similarly, we have

|PGk
z|2E0

=
∞∑

n=k

2n−1|QGn+1z −QGnz|2E ≤ |z|2E0
.

This means that PGk
is contractive on E0, and PGk

z converges to 0 in E0 as k →∞
for every z ∈ E0.

When h ∈ H,

(3.6) |h|E ≤
∞∑

n=0

|QGn+1h−QGn
h|E ≤ 2|h|E0

by the Schwarz inequality. When z ∈ E0, QGn
z → z in E0 as n → ∞. In

particular, {QGn
z}n∈N is a | · |E0-Cauchy sequence. Since QGn

z ∈ H, it is also
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a | · |E-Cauchy sequence. Let z′ be the limit of {QGn
z}n∈N in E. For every h ∈⋃

n∈NGn, 〈QGnz, h〉 → 〈z′, h〉 as n → ∞. On the other hand, 〈QGnz, h〉 = 〈z, h〉
for sufficiently large n. Therefore 〈z′ − z, h〉 = 0. From (A3), this means z = z′.
Namely, QGn

z → z in E as n →∞. From (3.6), |z|E ≤ 2|z|E0 .
If {zn}n∈N ⊂ E0 is a | · |E0-Cauchy sequence, then it is a | · |E-Cauchy sequence.

Let z be the limit in E. By Fatou’s lemma, q(z) ≤ lim infn→∞ q(zn) < ∞. There-
fore, z ∈ E0. By Fatou’s lemma again, |zn − z|E0 ≤ lim infm→∞ |zn − zm|E0 . By
letting n →∞, |zn − z|E0 → 0. This implies that (E0, | · |E0) is complete.

Lastly, for h ∈ H, by using (3.5),

|h−QGk
h|2E0

≤
∞∑

n=0

2n−1
(
2−n|QGn+1(h−QGk

h)|H
)2(3.7)

≤
∞∑

n=k

2−n−1|h−QGk
h|2H ≤ 2−k|h|2H .

Since each QGk
: H → E0 is a compact operator and (3.7) implies that QGk

converges to the embedding operator in the sense of norm convergence, (H, | · |H)
is compactly embedded in (E0, | · |E0). ¤

Proof of Theorem 2.2. It is enough to prove the first claim. By considering
E0 in Proposition 3.7 in place of E, it suffices to prove the assertion under the
conditions (A1), (A2), (A4), and

(A3)’ There exists an increasing sequence {Gn} of finite dimensional subspaces
of K such that

⋃∞
n=1 Gn is dense in H and PGn

and QGn
are contractive

as operators from E to itself.

We will assume these from now on.
Now, we introduce the following intermediate function spaces on U :

W1(U) = {f ∈ W 1,2(U) | f ∈ L∞(U)},

W2(U) =



f ∈ W1(U)

∣∣∣∣∣∣

there exist some G ∈ {Gn}n∈N, a compact and
convex set V in G⊥, a ∈ G and s > 0 such that
V + BE(a, s) ⊂ U and f = 0 on U \ (V + G) µ-a.e.



 ,

W3(U) =





f ∈ W2(U)

∣∣∣∣∣∣∣∣

there exist some G ∈ {Gn}n∈N, a compact and
convex set V in G⊥, a ∈ G, s > 0, and R > 0
such that V + BE(a, s) ⊂ U and f = 0 on
U \ (V + B̄G(R)) µ-a.e.





.

It is enough to prove that the inclusions W 1,2(U) ⊃ W1(U) ⊃ W2(U) ⊃ W3(U)
are all dense in W 1,2(U) and every function in W3(U) can be approximated by
functions in W 1,2(E)|U .

1) W1(U) is dense in W 1,2(U).

Proof. Let f ∈ W 1,2(U). Since (EU ,W 1,2(U)) is a Dirichlet form, (f ∧M)∨ (−M)
belongs to W1(U) for every M > 0, and (f ∧ M) ∨ (−M) → f in W 1,2(U) as
M →∞.

2) W2(U) is a dense subset of W1(U).
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Proof. Let f ∈ W1(U) and M = ‖f‖L∞(U). For any ε > 0, there exists some
δ ∈ (0, ε) such that

(3.8)
∫

A

|Df |2H dµ < ε for all A ⊂ U with µ(A) < δ.

Take V1 = BE(a0, s) so that BE(a0, 3s) ⊂ U . Since
⋃∞

n=1 Gn is dense in E, we
can take G ∈ {Gn}n∈N such that µ(V1 + G) > 1 − δ/2. Since µ is regular, there
exists a compact set V2 in V1 + G such that µ(V2) > 1 − δ. Set V3 = PG(V2) and
a = QG(a0). Let V4 be a convex hull of V3 and V = V4 + (G⊥ ∩ B̄H(s/C)). Here
C has been defined before Corollary 3.5. Then both V4 and V are compact in G⊥,
V4 + G ⊃ V2 and V + BE(a, s) ⊂ U .

Define a function ϕ on E by ϕ(z) = (1− (2C/s)dH(z, V4 + G)) ∨ 0. By Corol-
lary 3.5, ϕ ∈ W 1,2(E), |Dϕ|H ≤ 2C/s µ-a.e., 0 ≤ ϕ ≤ 1, ϕ is equal to 1 on V4 + G,
and 0 on E \ (V + G). we also have

‖Dϕ‖L2(E) ≤
2C

s
· µ(E \ (V4 + G))1/2 ≤ 2Cδ1/2

s
≤ 2Cε1/2

s
.

Then fϕ ∈ W2(U),

‖f − fϕ‖L2(U) ≤ M‖1− ϕ‖L2(U) ≤ Mµ(E \ (V4 + G))1/2 ≤ Mδ1/2 ≤ Mε1/2,

and

‖D(f − fϕ)‖L2(U) ≤ ‖(1− ϕ)Df‖L2(U) + ‖fDϕ‖L2(U)

≤ ‖Df‖L2(U\(V4+G)) + M‖Dϕ‖L2(U)

≤ ε1/2 +
2CMε1/2

s
.

Here, we used (3.8) in the third inequality. Therefore, f can be approximated by
functions in W2(U).

3) W3(U) is a dense subset of W2(U).
Proof. Let f ∈ W2(U) and take G as in the definition of W2(U). For R > 0,
take a smooth and non-increasing function ΦR on [0,∞) such that ΦR = 1 on
[0, R/3], ΦR = 0 on [R,∞), and |Φ′R| ≤ 2/R. Define ϕR(z) = ΦR(|QG(z)|H). Then
fϕR ∈ W3(U) and

‖f − fϕR‖L2(U) ≤ ‖f‖L2(U)µ({|QG(·)|H > R/3})1/2 → 0 as R →∞,

‖D(f − fϕR)‖L2(U) ≤ ‖(1− ϕR)Df‖L2(U) + ‖fDϕR‖L2(U)

≤ ‖Df‖L2(U)µ({|QG(·)|H > R/3})1/2 +
2
R
‖f‖L2(U)

→ 0 as R →∞.

Therefore, W3(U) is dense in W2(U).

4) Every function in W3(U) can be approximated by functions in W 1,2(E)|U .
Proof. Let f ∈ W3(U) and ε > 0. Let G, V , a, s and R be as in the definition of
W3(U) and N the dimension of G. By taking R larger if necessary, we may assume
that V + BE(a, s) ⊂ G⊥ + B̄G(R).

Let γ ∈ (0, 1/2] and let us consider a homeomorphism Tγ on E given by

Tγ(z) = PG(z) + (1− γ)QG(z) + γa

= z + γ(a−QG(z)), z ∈ E.
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For each z ∈ E, Tγ sends z + G to itself and Tγ |z+G is a homothety centered at
PG(z) + a with magnification ratio 1 − γ. In particular, if z ∈ V + B̄E(s/2), by
Proposition 3.6,

T−1
γ (U◦) ∩ (z + G) = T−1

γ (U◦ ∩ (z + G))(3.9)

= T−1
γ ((U ∩ (z + G))◦(z+G))

⊃ U ∩ (z + G)
(z+G)

= Ū ∩ (z + G).

For any bounded Borel function f on E, we have∫

E

f(z) µ ◦ T−1
γ (dz) =

∫

E

f(Tγ(z))µ(dz)

=
∫

G⊥

∫

G

f(x + (1− γ)y + γa)ρG(x, y)λN (dy)µG⊥(dx)

=
∫

G⊥

∫

G

f(x + y′)ρG

(
x,

y′ − γa

1− γ

)
(1− γ)−N λN (dy′)µG⊥(dx)

=
∫

G⊥

∫

G

f(x + y′)
ρG

(
x, y′−γa

1−γ

)

ρG(x, y′)
(1− γ)−N ρG(x, dy′)µG⊥(dx).

Therefore, the image measure of µ under Tγ is mutually absolutely continuous

with respect to µ, and its Radon-Nikodym density d(µ◦T−1
γ )

dµ is uniformly bounded
on any compact set of E and in γ by Lemma 3.1.

Define
Yγ = T−1

γ ((V + BE(s/2) + G) ∩ U◦).

Then, Yγ ’s are moderate since they are convex, and Yγ ⊂ Yβ for every γ < β.
Since Tγ(Yγ) ⊂ U , we can define a measurable function fγ(z) := f(Tγ(z)) on Yγ .
We will prove that fγ ∈ W 1,2(Yγ/2) and it converges to f appropriately as γ ↓ 0.
Since f = 0 on U \ (V + B̄G(R)), we have fγ = 0 on Yγ \ T−1

γ (V + B̄G(R)), and
therefore, there exists some R′ > R independent of γ ∈ (0, 1/2] such that fγ = 0
on Yγ \ (V + B̄G(R′)). Set a relatively compact and convex set Y by

Y = (V + B̄G(R′)) ∩ U.

Then, fγ = 0 on (Yγ ∩ U) \ Y and f = 0 on U \ Y . We have
∫

Yγ

f2
γ dµ =

∫

Tγ(Yγ)

f2 d(µ ◦ T−1
γ ) =

∫

Tγ(Yγ)∩Y

f2
d(µ ◦ T−1

γ )
dµ

dµ < ∞.

Therefore, fγ ∈ L2(Yγ). For ε > 0, we take fε as in (3.3). Then,

‖fγ − f‖L2(Y )

≤ ‖f ◦ Tγ − fε ◦ Tγ‖L2(Y ) + ‖fε ◦ Tγ − fε‖L2(Y ) + ‖fε − f‖L2(Y )

≤ ‖f − fε‖L2(Y )




∥∥∥∥∥
d(µ ◦ T−1

γ )
dµ

∥∥∥∥∥

1/2

L∞(Y )

+ 1


 + ‖fε ◦ Tγ − fε‖L2(Y ).

Since fε ◦ Tγ converges to fε pointwise on Y as γ ↓ 0, the second term converges
to 0 by the dominated convergence theorem. The first term converges to 0 as ε ↓ 0
uniformly in γ by Lemma 3.2. Therefore, we conclude that fγ → f in L2(Y ) as
γ ↓ 0.
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In the same manner, Df ◦ Tγ is proved to converge to Df in L2(Y → H) as
γ ↓ 0.

Fix h ∈ K \ {0}. We denote by G̃ the linear space spanned by G and h. Let
{h1, . . . , hN} be an orthonormal basis of G̃ in H. For all z ∈ E, Tγ(z + ·) maps
G̃ to G̃ + Tγ(z) and it is a smooth map. Then, when fε is defined by (3.3) with
G being replaced by G̃, fε ◦ Tγ is also differentiable along any directions in G̃ for
µ-a.e. and by the chain rule,

∂h(fε ◦ Tγ) =
N∑

j=1

∂hj
fε ◦ Tγ × 〈h− γQG(h), hj〉.

By Lemma 3.2, ∂hj
fε → ∂hj

f in L2(Tγ(Yγ/2)) as ε ↓ 0. Then,

‖∂hj
fε ◦ Tγ − ∂hj

f ◦ Tγ‖2L2(Yγ/2)
(3.10)

=
∫

Tγ(Yγ/2)

(∂hj f
ε − ∂hj f)2 d(µ ◦ T−1

γ )

=
∫

Tγ(Yγ/2)∩(Y +BR(1))

(∂hj
fε − ∂hj

f)2
d(µ ◦ T−1

γ )
dµ

dµ

→ 0 as ε ↓ 0.

Therefore, when ε ↓ 0, ∂h(fε ◦ Tγ) converges in L2(Yγ/2) to

N∑

j=1

∂hj f ◦ Tγ × 〈h− γQG(h), hj〉 = 〈Df ◦ Tγ , h− γQG(h)〉 = 〈Ψγ , h〉,

where
Ψγ(z) = Df ◦ Tγ(z)− γQG ◦Df ◦ Tγ(z).

Since we can prove that fε ◦ Tγ → fγ in L2(Yγ) as ε ↓ 0 by the same way as
(3.10), we have fγ ∈ D(EYγ/2

h ) and ∂hfγ = 〈Ψγ , h〉. Since h is arbitrary and
Ψγ ∈ L2(Yγ → H), we obtain that fγ ∈ W 1,2(Yγ/2) and Dfγ = Ψγ . Moreover, it is
easy to see that Dfγ converges to Df in L2(Y ) as γ ↓ 0. Therefore, for any ε > 0,
we can take γ > 0 so that ‖fγ − f‖W 1,2(Y ) < ε.

Let

U1 = (V + B̄G(R′)) ∩ Ū , U2 = (V + BE(s/4) + BG(R′ + 1)) ∩ T−1
γ/4(U

◦).

Then U1 is compact, U2 is open and Y ⊂ U1 ⊂ U2 ⊂ Ū2 ⊂ Y ◦
γ/2 = Yγ/2 by taking

(3.9) into account. Define

ρ(z) =
dE(z, E \ U2)

dE(z, U1) + dE(z, E \ U2)

and

g(z) =
{

fγ(z)ρ(z) if z ∈ U2

0 otherwise , z ∈ E.

Since ρ is bounded and Lipschitz continuous and vanishes outside U2, g ∈ W 1,2(E).
Also, g = fγ on U1 and g = f = 0 on U \ Y . Therefore, ‖g − f‖W 1,2(U) =
‖fγ − f‖W 1,2(Y ) < ε. This completes the proof. ¤
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4. Example

Let (E, H, µ) be an abstract Wiener space. Namely, µ is the Wiener measure
on E given by∫

E

exp(
√−1〈z, h〉) µ(dz) = exp(−|h|2H/2) for every h ∈ E∗ ⊂ H.

For each h ∈ E∗ \ {0}, we have

ρh(x, dy) =
1√
2π

e−|y|
2
H/2 λ1(dy), x ∈ h⊥, y ∈ Rh,

where λ1 is the Lebesgue measure on Rh. Therefore, for any subspace K of E∗

that is dense in H, the condition (A2) in Theorem 2.2 holds. The conditions (A1)
and (A3) are also satisfied. (See e.g. [Kuo75].) Let FC∞b (K) be defined by

FC∞b (K) =
{

f : E → R
∣∣∣∣

f(z) = Φ(〈z, h1〉, . . . , 〈z, hn〉),
h1, . . . , hn ∈ K, Φ ∈ FC∞b (Rn)

}

and L the Ornstein-Uhlenbeck operator acting on FC∞b (K). Then it is known
that (L,FC∞b (K)) is essentially self-adjoint, which implies that W 1,2(E) does not
depend on the choice of K and FC∞b (K) is dense in W 1,2(E).

Let U be a convex set of E with nonempty interior. Then by Theorem 2.2,
W 1,2(E)|U , hence FC∞b (K)|U , is dense in W 1,2(U). In particular, W 1,2(U) does
not depend on K.

D. Feyel and A. S. Üstünel [FÜ00] proved the following logarithmic Sobolev
inequality with dµU = 1

µ(U)dµ|U :

(4.1)
∫

U

ϕ2 log
(

ϕ2

/∫

U

ϕ2 dµU

)
dµU ≤ 2

∫

U

|Dϕ|2H dµU

for any cylindrical Wiener functional ϕ. The result above implies that (4.1) is true
for all ϕ ∈ W 1,2(U). (In fact, (4.1) is proved for more general class of sets U

including H-convex sets in [FÜ00]. The author does not know at present whether
the conclusion of Theorem 2.2 is true for such sets.)

Next, we consider a Markov process associated with (EU ,W 1,2(U)). From
[Fu00, Theorem 2.1] (see also [RS92]), the closure of (EU ,FC∞b (E∗)), which is
now equal to (EU ,W 1,2(U)), is a quasi-regular local Dirichlet form on L2(Ū , µ).
Therefore, there is an associated diffusion process (Xt) on Ū . If, moreover, the
indicator function of U belongs to BV (E) in [FH01], we have the following repre-
sentation of Skorohod type ([FH01, Theorem 4.2]):

Xt(ω)−X0(ω) = Wt(ω)− 1
2

∫ t

0

Xs(ω) ds +
1
2

∫ t

0

σU (Xs(ω)) dA‖D1U‖
s (ω), t ≥ 0,

where σU is an H-valued function on E and A‖D1U‖ is an additive functional of
(EU ,W 1,2(U)), corresponding to the normal vector field of the ‘boundary’ ∂U of U
and the functional induced by the surface measure of ∂U , respectively. See [FH01]
for precise definitions. In [Fu00, FH01], (Xt) is called the modified reflecting
Ornstein-Uhlenbeck process (for more general U), since the domain of the Dirichlet
form is defined by the smallest extension of the space of smooth functions and it is
not clear whether it is maximal or not. As long as U satisfies the condition (A4) in
Theorem 2.2, (Xt) seems worth being called the true reflecting O-U process on Ū .
Strictly speaking, the maximality of W 1,2(U) with respect to Markovian extensions
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of suitable cores consisting of smooth functions with Neumann boundary condition
has not been proved yet, which will be left for future investigation.
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