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1. Introduction

Let k be a global field, i.e., either a number field like Q or a function field like

Fp(t). Here, a function field means a function field of an absolutely irreducible

smooth projective curve over a finite field Fq. We denote by A the adèle ring of k.

Take a connected reductive group H defined over k, e.g., H = GLn. Let Z = Z(H)◦

be the identity component of the center of H, which is a central torus. The set
1
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of adèle points H(A) forms a locally compact group and it contains the set of k-

rational points H(k) as a discrete subgroup. It is similar to the case of R containing

Z. In this situation, the quotient space

[H] = Z(A)H(k)\H(A)

is of finite volume with respect to an invariant measure.

A function

(1.1) f : H(k)\H(A) −→ C

satisfying certain smoothness, finiteness, and growth conditions is called an auto-

morphic form on H. We denote by A(H) the space of automorphic forms on H.

The group H(A) acts on A(H) by right translation. For a character

ω : Z(k)\Z(A) −→ C×,

we denote by Aω(H) the subspace of A(H) consisting of automorphic forms which

satisfy

(1.2) f(hz) = ω(z)f(h)

for all h ∈ H(A) and z ∈ Z(A). In this case, we call ω the central character.

Let ω be a unitary character. We say that a function f satisfying (1.1) and (1.2)

is an L2-function if the inequality ∫
[H]

|f |2 <∞

holds. We denote the space of such functions by L2
ω([H]). We also consider the

action of H(A) on this space by right translation.

For a parabolic k-subgroup P of H and its Levi decomposition P = MN , we

define the constant term of f along N by

fN (h) =

∫
[N ]

f(nh) dn.

Here, the integral is taken over the compact quotient [N ] = N(k)\N(A).

Definition 1.1. An automorphic form f ∈ A(H) is a cusp form if the constant

term fN is zero for all proper parabolic k-subgroup P with Levi decomposition

P =MN .

We denote the space of cusp forms with central character ω by Aω,cusp(H). It

is contained in the intersection

A2
ω(H) = Aω(H) ∩ L2

ω([H]).

Let L2
ω,cusp([H]) be the L2-closure of Aω,cusp(H). These subspaces are invariant

under the action of H(A) and in particular, these are semi-simple, i.e., decomposed
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into the direct sums of irreducible subrepresentations. Any irreducible summand

of L2
ω,cusp([H]) is called a cuspidal representation.

One of the goals in the Global Langlands Program is to classify all irreducible

cuspidal representations of H(A) in terms of Galois representations and some extra

data. Thus our main objects of interest are cuspidal representations and cusp

forms. However, the existence of non-zero cusp forms is not a priori clear form

their definition.

Question 1.2. How to produce cusp forms?

We use the Poincaré series to answer this question. Let C∞
c (H(A)) be the

space of all smooth compactly supported functions on H(A). Note that the space

C∞
c (H(A)) can be identified with the restricted tensor product

⊗′
v C

∞
c (H(kv)) of

analogous spaces of functions on H(kv), where v runs over all places of k. Take

a non-zero element f in C∞
c (H(A)). By the above remark, a function f can be

decomposed into a linear combination of the tensor product of local functions ⊗′
vfv

and for almost all v, a function fv is the characteristic function of a maximal

compact subgroup of H(kv). Set P(f) be the function on H(k)\H(A) given by

P(f)(h) =
∑

γ∈H(k)

f(γh)

for h ∈ H(A). We call the function P(f) the Poincaré series.

We need to show this sum converges for every h ∈ H(A). For a fixed h ∈ H(A),
we only need to sum over γ ∈ H(k) ∩ Supp(f)h−1. This intersection is in fact

a finite set since this is discrete and compact in H(A). Therefore the above sum

converges absolutely and moreover, a function P(f) is a smooth function. There

remains to show that we can take a function f so that the Poincaré series P(f)

is a non-zero cusp form. Take a function f = ⊗vfv ∈ C∞
c (H(A)). Pick a non-

archimedean place v0 of k. Fix functions fv for v ̸= v0 such that fv(1) ̸= 0. Let fv0
be the characteristic function of a compact open neighborhood Kv0 of the identity

of H(kv0).

Lemma 1.3. We can take a sufficiently small compact open neighborhood Kv0 so

that H(k) ∩ Supp(f) = {1} holds.

For Kv0 in Lemma 1.3, we have P(f)(1) ̸= 0.

To construct a function f = ⊗′
vfv such that the Poincaré series P(f) is a cusp

form, we need to introduce the local analogue of the notion of cusp forms.

Definition 1.4. For a representation (π, Vπ) of H(kv) and a proper parabolic kv-

subgroup P =MN ofH, let πN be the quotient of Vπ by the subspace of Vπ spanned

by elements of the form π(n)w −w with n ∈ N and w ∈ Vπ. A representation π is

called supercuspidal if πN = 0 for every proper parabolic kv-subgroup P .
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For an irreducible admissible representation (π, Vπ) of H(kv), the following are

equivalent:

(i) π is supercuspidal.

(ii) π is not a subquotient of any representations obtained by parabolic induc-

tion.

(iii) π is not a submodule of any representations obtained by parabolic induc-

tion.

(iv) All matrix coefficients of π are compactly supported in H(kv) modulo

Z(kv).

Here we explain the definition of matrix coefficients. Let π∨ denote the contragre-

dient representation of π and denote the canonical pairing by ⟨ , ⟩. Consider the

linear map

π ⊗ π∨ −→ C∞(H(kv))(1.3)

w ⊗ w∨ 7−→ fw,w∨ ,(1.4)

where fw,w∨ is defined by h 7→ ⟨π(h)w,w∨⟩. This map is H(kv)×H(kv)-equivariant

if we consider the action of this group on C∞(H(kv)) by translation: the first factor

acts by right translation and the second by left translation. A function of the form

fw,w∨ is called a matrix coefficient of π.

Supercuspidal representations are the most fundamental parts of irreducible rep-

resentations since these representations cannot be obtained by parabolic induction.

However, existence of supercuspidal representations is not clear.

Question 1.5. Does there exist an irreducible supercuspidal representation?

If the place v is archimedean, then there are no supercuspidal representations.

Otherwise they do exist but there is no easy way to construct. One of the known

methods of construction is so called reduction mod v. We will explain only the

idea. For simplicity, we just consider the case H(kv) = PGL2(Qp). This group

contains K = PGL2(Zp) as a maximal compact subgroup. There is a surjective

homomorphism from K to the finite group PGL2(Fp), which is called a reduction

mod p map. The notion of (super)cuspidality of the representations of PGL2(Fp) is
similarly defined. For a supercuspidal representation τ of PGL2(Fp), we denote its

pullback to K by the same symbol. Then the representation π = ind
H(kv)
K (τ), the

compactly induced representation from τ , is supercuspidal. More generally, there

exists a construction of cuspidal representations of reductive groups over finite

fields by Deligne-Lusztig, and hence this construction works well. Supercuspidal

representations obtained by this way is called depth zero. In general, supercuspidal

representations are not exhausted by such construction.
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For simplicity, let us assume that H is semisimple. Fix a non-archimedean place

v0 and an irreducible supercuspidal representation πv0 of H(kv0). Let fv0 be a non-

zero matrix coefficient of πv0 which is an element of C∞
c (H(kv0)) by the assumption

of semisimplicity.

Proposition 1.6. Under the above assumptions, the Poincaré series P(f) is a cusp

form.

Proof. Let fv0 = ⊗′
v ̸=v0fv. For any proper parabolic k-subgroup P = MN of H,

consider the linear functional lN on πv0 given by

lN (φ) =

∫
[N ]

P(fφ ⊗ fv0) dn,

where a function fφ(h) = ⟨πv0(h)φ,w∨⟩ is a matrix coefficient of πv0 attached to

φ ∈ πv0 and a fixed non-zero element w∨ ∈ π∨
v0 . Clearly the linear functional

lN factors through (πv0)N . On the other hand, we have (πv0)N = 0 since πv0 is

supercuspidal. Hence the linear functional lN vanishes and the Poincaré series P(f)

is a cusp form. □

To summarize, if you want to construct a non-zero cusp form, what you need to

do is as follows. Fix two non-archimedean places v0 and v1 of k and at each place

v, take a non-zero smooth function fv which satisfies the following conditions:

• if v = v0, a function fv0 is a non-zero matrix coefficient of a supercuspidal

representation,

• if v = v1, a function fv1 is a characteristic function of a sufficiently small

compact open neighborhood Kv1 of the identity of H(kv1), and

• if v is other than v0, v1, a function fv is an arbitrary non-zero smooth

function.

Under the above assumptions, the Poincaré series P(⊗vf) is a non-zero cusp form.

Remark 1.7. Consider the irreducible summands of the submodule of Acusp(H)

generated by P(f). One of them, say Π, provides us a globalization of the local

representation πv0 . In the above argument, we take a test function supported on a

sufficiently small neighborhood of the identity at one place v1. Therefore we lose

the control of the local component Πv1 .

2. The main theorem

In this section, we state our main theorem and some remarks about it.

Theorem 2.1. Suppose that the following data are given:

• k = k(Y ) a global function field (k is the function field of an absolutely

irreducible curve Y over Fq),
• S0 ̸= ϕ a finite set of places of k,



6

• H a connected reductive group over k,

• Z the identity component of the center of H,

• N ⊂ H smooth connected k-split unipotent subgroup,

• χ an automorphic character of N(A), i.e.,

χ =
∏
v

χv : N(k)\N(A) −→ C×,

• ω : Z(k)\Z(A) −→ C× a unitary character,

• πv0 a supercuspidal representation of H(kv0) for every v0 ∈ S0 such that

HomZ(kv0 )N(kv0 )
(πv0 , ωv0 ⊗ χv0) ̸= 0,

i.e., a representation πv0 has a central character ωv0 and πv0 is (N(kv0), χv0)-

distinguished.

Then there exists a cuspidal representation Π =
⊗′

v Πv such that

(1) for every v0 ∈ S0, we have Πv0
∼= πv0 ,

(2) for every v ̸∈ S0, a local component Πv is a submodule of Ind
H(kv)
Pv(kv)

(τv)

with Pv ⊂ H ×k kv a minimal parabolic subgroup over kv and Πv|Hder
v

has

depth 0, and,

(3) Π has the central character ω and Π is globally distinguished by (N,χ), i.e.,∫
[N ]

χ(n)−1φ(n) dn ̸= 0

for some φ ∈ Π.

Note that the map

Π ∋ φ 7→
∫
[N ]

χ(n)−1φ(n) dn ∈ C

is an element of HomN(A)(Π, χ).

Example 2.2. Let us see two special cases for later use.

• N is trivial.

• H is quasi-split (i.e., it has a Borel subgroup B defined over k), N is the

unipotent radical of B and χ is a generic character on N .

This observation only provides an element in the space of cuspidal automorphic

forms. Of course once we obtain a non-zero vector in the representation space, we

can construct a submodule generated by it. However, what we want to know pre-

cisely is the irreducible summands of that submodule and those local components.

Remark 2.3. There are some comments about our main theorem.

(1) We can prove exactly the same theorem in number field case by the similar

argument as in the Introduction. The most different point is that function

field does not have archimedean places which we can “sacrifice.” Therefore

we should be more careful than number field case.
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(2) When talking about unipotent groups, unlike characteristic 0 case, we need

to notice it is assumed to be smooth, connected and k-split. A unipotent

group U over k is called k-split if it is a successive extension of Ga over k.

If k is perfect, then any unipotent group is k-split.

Example 2.4 (Rosenlicht). Assume that k is not perfect and characteristic p > 0.

Take a ∈ k \ kp. Set U = {yp = x− axp} ⊂ G2
a. This is a unipotent k-subgroup of

G2
a.

Over L = k(a
1
p ), the group U is isomorphic to Ga (as algebraic groups) by the

map (x, y) 7→ y + a
1
px. However, over k, U is not isomorphic to Ga as a scheme.

See [2, Appendix B] and [6, Chapter V].

Definition 2.5. A unipotent k-group U is k-wound if every k-morphism of scheme

Ga −→ U is constant.

The unipotent group U in the above example is k-wound. If k is a local function

field, then a unipotent group U is k-wound if and only if U(k) is compact in the

analytic topology. This is an analogue of “anisotropic torus”.

Example 2.6. Notation are as above. Let G = ResL/k Gm. Here, Res is the Weil

restriction of scalars. Then for a k-algebra R, the set of R-valued points of G is

(R⊗k L)× and there is a natural embedding Gm ↪→ G.

Set H = G/Gm. Each element in H(k) = L×/k× has order dividing p. Hence

H is isomorphic to Gp−1
a over L but k-wound.

Corollary 2.7. Let F be a local field of characteristic p > 0. Suppose the following

data are given:

(i) a central torus ZF ⊂ HF ,

(ii) a parabolic subgroup PF =MFNF ,

(iii) a character ωF : ZF −→ S1,

(iv) a character χF : NF −→ S1 such that the MF -orbit of χF is open,

(v) π1, . . . , πa supercuspidal representations ofHF which are (NF , χF )-distinguished

with central character ωF .

Then there are

• a global field k with places v1, . . . , va such that kvi
∼= F ,

• a central torus Z ⊂ H over k globalizing (i) at each vi,

• a parabolic subgroup P =MN ⊂ H over k globalizing (ii) at each vi,

• a character ω : Z(k)\Z(A) −→ S1 globalizing (iii),

• a character χ : N(k)\N(A) −→ S1 such that χvi and χF are in the same

MF -orbit,

• a cuspidal representation Π of H(A) as in the theorem.
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3. Proof of the main theorem

In this section, we will prove the main theorem. We assume that a group H is

a split semisimple group, a subgroup B = TU of H is a Borel subgroup of H and

N is the trivial group or a unipotent subgroup of B. Fix an embedding ι : H ↪→
SLn ⊂ GLn. We then get coordinate functions xi,j on H. By this embedding ι, we

recognize H as a subgroup of GLn. Without loss of generality, we may assume the

following conditions:

• B = H ∩ (the upper triangular subgroup in SLn),

• T = H ∩ (the diagonal subgroup in SLn),

• U = H ∩ (the upper triangular unipotent subgroup in SLn),

• U = H ∩ (the lower triangular unipotent subgroup in SLn), and,

• N ⊂ U .

Let OS0
be the ring of S0-integers in k. Then there exists an OS0

-integral structure

on GLn. Hence, we have an OS0
-integral structure on H.

Let S be a large finite set of places which satisfies

• S ∩ S0 = ∅,
• a group H is a smooth reductive group over Ov for any v ̸∈ S ∩ S0,

• a subgroup I+v is an Iwahori subgroup of H(kv),

• a subgroup I−v is an lower Iwahori subgroup of H(kv), and,

• a group N is smooth over Ov and χv is trivial on N(Ov).

Here, the subgroup I+v (resp. I−v ) is the intersection of H(kv) and the Iwahori

subgroup of GLn (resp. the lower Iwahori subgroup of GLn).

First, we define an open compact subgroup C =
∏
v Cv as follows. Fix an

arbitrary open compact subgroup CS0 =
∏
v∈S0

Cv of
∏
v∈S0

H(kv). Fix two finite

sets S1 and S2 of places which are disjoint from S0 ∩S. Define the open subgroups

Cv for each place v ̸∈ S0 by

• for v ̸∈ S ∪ S0 ∪ S1 ∪ S2, let Cv = H(Ov),

• for v ∈ S1, let Cv = I+v ,

• for v ∈ S2, let Cv = I−v , and,

• for v ∈ S, a subgroup Cv is an Iwahori subgroup so that χv is trivial on

Cv.

Lemma 3.1. If S1 and S2 are sufficiently large, we have

H(k) ∩ C ⊂ N(k).

Proof. It is sufficient to prove that if S1 and S2 are sufficiently large, the intersection

H(k) ∩ C is trivial. For every S1 and S2, the intersection H(k) ∩ C is a finite set,

since H(k) is a discrete subgroup of H(A) and C is an compact subgroup of H(A).
Take an element γ ∈ H(k) ∩N(k). Let T = S ∩ S0 ∩ S1 ∩ S2. Then xi,j(γ) ∈ Ov,

since
∏
v ̸∈T Cv =

∏
v ̸∈T H(Ov). This means that xi,j(γ) has no pole at v ∈ |Y |
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such that v ̸∈ T . Then there exists M such that ordv(xi,j) < M for all i, j and

v ∈ S ∩ S0. For v ∈ S1, we have Cv = I+v . Hence, coordinates xi,j(γ) vanish at all

v ∈ S1 for i > j. Similarly, xi,j(γ) vanishes at all v ∈ S2 for i < j. Therefore, if S1

and S2 are sufficiently large, we have

xi,j(γ) =

0 i ̸= j

1 i = j.

This completes the proof. □

We replace the finite sets S1 and S2 with the sets as in Lemma 3.1.

Next, we will construct the test function.

Lemma 3.2. If πv is a supercuspidal representation of H(kv) so that

HomN(kv)(π, χv) ̸= 0,

then we can find a matrix coefficient fv of πv which satisfies∫
N(kv)

fv(n)χv(n) dn ̸= 0.

Proof. Choose a nonzero functional l ∈ HomN(k)(πv, χv) and fix a nonzero element

w0 ∈ πv. Then we have πv = C∞
c (H(k)) · w0, where

πv(fv)w0 =

∫
H(kv)

fv(h)πv(h)w0 dh

for fv ∈ C∞
c (H(k)). Hence there is fv ∈ C∞

c (H(k)) such that l(πv(fv)w0) ̸= 0. On

the other hand,

l(πv(fv)w0) =

∫
H(kv)

fv(h)l(πv(h)w0) dh

=

∫
N(kv)\H(kv)

(∫
N(k)

fv(nh)l(πv(n)πv(h)w0) dn

)
dh

=

∫
N(kv)\H(kv)

l(πv(hw0))

(∫
N(kv)

χ(n)fv(nh) dn

)
dh.

Now we get fv ∈ C∞
c (H(k)) with non-vanishing integral∫

N(kv)

χ(n)fv(nh) dn ̸= 0.

Since πv is supercuspidal, the map

C∞
c (H(kv)) −→ End(Vπv )

∼= πv ⊗ π∨
v

defined by fv 7→ πv(fv) has a splitting, given by

w ⊗ w∨ 7→ fw,w∨ .
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This splitting leads us to the following decomposition of C∞
c (H(kv)) as an H(kv)×

H(kv)-module: we have a decomposition

C∞
c (H(kv)) = (πv ⊗ π∨

v )⊕ C ′,

where C ′ is a submodule which has no subquotient isomorphic to πv ⊗ π∨
v . The

map f 7→ πv(fv) is zero on C ′ and hence we may assume fv above is of the form

fv(h) = ⟨π∨
v (h)w

∨, w⟩

for some w and w∨. By the previous argument, we have

0 ̸=
∫
N(kv)

χv(n)⟨π∨
v (nh)w

∨, w⟩dn

=

∫
N(kv)

χv(n)⟨π∨(h)w∨, π(n−1)w⟩dn

for some h ∈ H(kv). We set w∨ = π∨
v (h)w. Then f = fw,w∨ satisfies the desired

property. This completes the proof. □

Take a matrix coefficient fv for v ∈ S0 as in Lemma 3.2. Set Cv = Supp(fv) for

v ∈ S0. For v ̸∈ S0, let fv = 1Cv . We then define a test function f by f = ⊗vfv.

Proof of the main theorem. Let P(f) be the Poincare series defined by

P(f)(h) =
∑

γ∈H(k)

f(γh), h ∈ H(A).

We claim that ∫
N(k)\N(A)

χ(n)P(f)(n) dn ̸= 0.

Indeed, we have∫
N(k)\N(A)

χ−1(n)
∑

γ∈N(k)

f(γn) dn =
∑

γ∈N(k)

∫
N(k)\N(A)

χ−1(n)f(γn) dn

=

∫
N(A)

χ−1(n)f(n) dn ̸= 0.

Note that the convergence of the integral comes from Lemma 3.1.

Therefore, P(f) is cuspidal and (N,χ)-distinguished. Hence we see

P(f) ∈ L2
cusp(H(k)\H(A)).

Let Π be an irreducible summand of the representation generated by P(f) on

H(A). This gives Π as in the main theorem. This completes the proof. □

4. Proof of the globalization theorem

First we globalize the local fields. Let F be an local field of characteristic p > 0.

Then, there exists q such that F ∼= Fq((T )). Let k0 = Fq(T ). By Krasner’s Lemma,

we have the globalization of local field.
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Lemma 4.1. Given finite Galois extension E/F of local fields, we can fined a Galois

extension k′/k with kv ∼= F which satisfies k′ ⊗k kv = E and [k′ : k] = [E : F ].

Next, we globalize a parabolic subgroup HF ⊇ PF . We assume first that the

group HF is quasi-split. Let Hs be a split group over Z so that Hs×ZF ∼= HF×F F .
Then, {

quasi-split reductive groups over F

which are isomorphic to Hs over F

}
∼= H1(F,Out(Hs)).

For an isomorphic class [HF ] of such reductive groups, we denote by [CHF ] the

corresponding cocycle in H1(F,Out(Hs)). If E/F is a finite Galois extension such

that HF is split, then

CHF : Gal(E/F ) −→ Out(Hs).

By Lemma 4.1, we have an isomorphism Gal(E/F ) ∼= Gal(k′/k). Hence, we have a

cocycle

c : Gal(k′/k) −→ Out(Hs).

Consider a cocyle [c] ∈ H1(k,Out(Hs)), we have a quasi-split group H over k such

that H × kv ∼= HF . Let

Ψ = (X∗(Ts),△(Ts, Bs), X∗(Ts),△∨)

be the root datum corresponding to a Borel subgroup TsUs = Bs ⊂ Hs. Then we

obtain a Gal(E/F )-twisted root datum corresponding to such a [H] or [c]. Hence,

we have a Borel subgroup of H, moreover, we get a globalization of PF ⊂ HF .

We now consider the general case. Given HF ⊇ PF . Let H ′
F be the quasi-split

inner form of HF . By the above argument, we can globalize a parabolic subgroup

P ′
F ⊂ H ′

F . Let P
′ ⊂ H ′ be such a globalization. For [HF ], we obtain a cocycle

[CHF ] ∈ H1(F, Int(H ′
F )) = H1(F,H ′

F,Ad).

We need to show that the natural localization map

H1(k,H ′
Ad) −→ H1(F,H ′

F,Ad)

is surjective. This is already proved by Borel-Harder in characteristic 0 and Thang-

Tan in positive characteristics. We need to consider

Inn(H ′ ⊃ P ′) ∼= P ′
Ad ⊂ H ′

Ad.

Let M ′ and M ′
F be Levi subgroups of P ′ and P ′

F , respectively. Then, we need to

show subjectivity of the localization map

H1(k,M ′
Ad) = H1(k, P ′

Ad) −→ H1(F, P ′
F,Ad) = H1(F,M ′

Ad).

There exists an exact sequence

(M ′
Ad)

der −→M ′
Ad −→ A −→ 1,
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where A is the split torus of M ′. Then, we have a diagram

H1(k,M ′ der
Ad )

����

// // H1(k,M ′
Ad)

// //

��

H1(A) = 0

H1(F,M ′ der
Ad ) // // H1(F,M ′

Ad)
// 0.

This forces that H1(k,M ′
Ad) −→ H1(F,M ′

Ad) is surjective. Hence, we can globalize

a parabolic subgroup PF ⊂ HF for general HF .

Finally, we globalize the central character ω.

Lemma 4.2. (D. Prasad) Let k be a global field of characteristic p > 0 with

kv0 = F . Let Z be a k-torus such that F -rank r of ZF = Zv0 is equal to k-rank

of Z. For a given unitary character ωF : ZF −→ S1, there is a global automorphic

character ω : Z(k)\Z(A) −→ S1 such that

• ωv0 = ωF

• ω is trivial on the compact subgroup

Ω =
∏
v∈T

Z(kv)
1 ×

∏
v ̸∈T∪{v0}

Z(kv)
0,

with some non-empty finite set of places T .

Here, Z(kv)
0 is the maximal compact subgroup of Z(kv) and Z(kv)

1 is the maximal

pro-p subgroup of Z(kv)
0.

Proof. Consider the natural map

i : Z(kv0)
0 × Ω −→ Z(k)\Z(A).

Since Z(kv0)
0 × Ω is compact, the image of i is a closed subgroup.

Claim: i is injective.

We assume this claim for a moment and deduce the assertion from it. By Pon-

trjagin theory, one can find a unitary character ω′ : Z(k)\Z(A) −→ S1 which is

trivial on Ω and whose restriction to Z(kv0)
0 is equal to the restriction of ωF .

Now we have

q : Z −→ Grm
such that ker(q) is anisotropic over kv0 . Then a homomorphism

ω′
v0ω

−1
F : Z(kv0) −→ S1

factors through

ordv0 ◦q : Z(kv0) −→ (k×v0)
r −→ Zr.

Note that ordv0 ◦q has compact kernel and the image of finite index. By multiplying

to ω′ a character of the form (Πri=1| · |
si
A ) ◦ q, we can make ω′

v0 = ωF .
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Next, we prove the claim. Let E be a splitting field of Z, which is a separable

extension of k. Then Z(k) can be embedded into Z(E) ∼= (E×)m. We denote this

embedding by z 7→ (z1, . . . , zm) There are smooth projective curves Y and Ỹ over

Fq with function fields k = Fq(Y ) and E = Fq(Ỹ ).

Take

z ∈ ker(i) = Z(k) ∩ (Z(kv0)
0 × Ω).

Since this is in the maximal compact subgroup, each zi corresponds to a constant

function on Ỹ . On the other hand, z is in a maximal pro-p subgroup at some place

and hence each zi takes value 1 at some point. This means zi = 1. □

5. Work of Vincent Lafforgue

In this section, let k = Fq(X) be a function field and G a connected reductive

group over k. For simplicity, we assume that G is split and semi-simple.

5.1. Main theorems.

Theorem 5.1 (V. Lafforgue). Let Irrcusp(G) be the set of cuspidal automorphic

representations Π of G(A), and let Φ(G) be the set of Ǧ(Qℓ)-conjugacy classes of

continuous semi-simple homomorphisms

ρ : Gal(ksep/k) −→ Ǧ(Qℓ).

Then there is a map from Irrcusp(G) to Φ(G) such that for

Π =
⊗
v

′
Πv ∈ Irrcusp(G),

Πv has Satake parameter ρΠ|Γk,v at almost all v where Πv is unramified,.

Definition 5.2. For a finite subscheme N ⊂ X, we define the principal congruence

subgroup KN of G(O) =
∏
v G(Ov) by the kernel of reduction mod N map:

KN = ker(G(O) −→ G(ON )).

Moreover, we define the space of KN -invariant cusp forms by

Acusp,N = Ccusp(G(k)\G(A)/KN ),

which is of course contained in the space of cusp forms,

Acusp = Ccusp(G(k)\G(A)) = lim
N

Acusp,N .

The latter space is a G(A)-module under right translation, but the former one is

not stable under this action. However, Acusp,N has an action of the Hecke algebra,

which is defined as follows:

HN = C∞
c (KN\G(A)/KN ) =

⊗
v

′
C∞
c (KN,v\G(kv)/KN,v).
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Understanding Acusp as a G(A)-module is actually “equivalent” to understand each

Acusp,N as an HN -module. Hence we treat Acusp,N with fixed N .

Remark 5.3. If v is not in the support of N ,

HN,v = C∞
c (KN,v\G(kv)/KN,v)

is the usual spherical Hecke algebra.

Theorem 5.4 (V. Lafforgue). For each fixed N , there is a decomposition of HN -

modules

Acusp,N =
⊕
ρ

AN,ρ

indexed by

ρ : Gal(ksep/k) −→ Ǧ(Qℓ)

unramified outside N (modulo conjugacy) such that for any

Π =
⊗
v

′
Πv ⊂ AN,ρ

and for all v outside N , Πv has Satake parameter ρ|Γkv .

Remark 5.5. For fixed ρ, the submodule AN,ρ consists q nearly equivalent repre-

sentations. But it is a priori possible that for ρ ̸= ρ′, the representations in AN,ρ

and AN,ρ′ are nearly equivalent.

If we have an operator on Acusp,N which commutes with the HN -action, then

we may obtain a decomposition of Acusp,N into the generalized eigenspaces of this

action.

Proposition 5.6 (Two key statements). Notation is as above.

(i) For each N , there is a commutative subalgebra

BN ⊂ EndQℓ(Acusp,N )

which commutes with HN -action. Then there is a decomposition

Acusp,N =
⊕
ν

AN,ν

indexed by characters ν : BN −→ Qℓ. Moreover, for any v outside N , the

action of HN,v is realized by BN .

(ii) There is a map

Hom(BN ,Qℓ) −→
{
ρ : Γk −→ Ǧ(Qℓ)

}
.

We denote the associate map with ν by ρν .

Elements of BN are of the form SI,γ,f , where

• I is a finite set,
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• γ ∈ ΓIk = Map(I,Γk), and

• f ∈ O(Ǧ∆\ǦI/Ǧ∆).

The map in (ii) is characterized by the values

ν(SI,γ,f ) = f(ρν(γ1), . . . , ρν(γ|I|)) ∈ Qℓ

for I, γ ∈ ǦI , and f ∈ O(Ǧ∆\ǦI/Ǧ∆)

Recall that by the work of Peter-Weyl, we have the decomposition

O(ǦI) =
⊕

W∈Irr ǦI

W ∗ ⊗W.

Hence each element f ∈ O(ǦI) is written as f =
∑
W fW , where each fW is a

linear combination of matrix coefficients of W , i.e.,

fW (g) = ⟨w∗, gw⟩

for some w ∈W and w∗ ∈W ∗.

Note that fW is in O(Ǧ∆\ǦI/Ǧ∆) if and only if w and w∗ are fixed by Ǧ∆.

6. Getting Shimura varieties

6.1. Observation. In this subsection, we observe the condition under which we

can get a Shimura variety of a given group G.

Interlude (Number field case). Given G, consider a Shimura variety ShG.

Then G(A)× ΓQ acts on the cohomology group

H∗
cusp(ShG∗(Q),Qℓ) =

⊕
Π: cuspidal

Π⊗ ρΠ,

where ρΠ are Galois representations. But not every G has a Shimura variety.

Shimura data of G is indexed by the following equivalent objects.

• minuscule coweight of G,

• minuscule weight of Ǧ, and

• minuscule irreducible representation (R, V ) of Ǧ.

For given minuscule irreducible representation (R, V ), the ρΠ that one gets is of

the form

ρΠ : ΓQ
ϕΠ−→ Ǧ(Qℓ)

R−→ GL(V ).

To produce a homomorphism ρ : Γ −→ Ǧ, one can appeal to Tannaka duality.

Consider the category (Rep(Ǧ)) which has a tensor product. For the forgetting

functor

F : Rep(Ǧ) −→ (Vect),

we have

Ǧ = Aut(F ).

So to define a homomorphism Γ −→ Ǧ is equivalent to giving ρV : Γ −→ GL(V )

for V ∈ (Rep(Ǧ)) satisfying the following two conditions.
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• For any G-equivariant map T : V −→ W and for all γ ∈ Γ, we have the

commutative diagram

V
T−−−−→ W

ρV (γ)

y yρW (γ)

V
T−−−−→ W.

• ρV⊗W = ρV ⊗ ρW .

Consequently, to get a global L-parameter

ρ : ΓQ −→ Ǧ,

we need a Shimura variety ShO,V for every representation V of Ǧ.

Miracle (function field case). Over function fields, one has a “Shimura vari-

ety” for every V .

6.2. Analogues of Shimura varieties, Moduli spaces of shtukas. In this

subsection, we introduce the analogous object over function field to Shimura variety

over a number field, and we get a mechanism which produce cusp forms by using

“Shimura variety” at the last of this lecture note.

The following are given:

• a curve X over Fq,
• finite subscheme N ⊂ X,

• a finite set I, and

• a scheme S over Fq.

Definition 6.1. A shtuka on X ×Fq S is the data

• a G-torsor G on X ×Fq S,

• a collection of points xi ∈ (X \N)(S) for i ∈ I,

• a modification of G, i.e., an isomorphism

ϕ : G|(X×S)\
∪
i∈I Γxi

−→ τG|(X×S)\
∪
i∈I Γxi

,

where τG = (idX ×FrobS)
∗(G), and

• a trivialization of (G, ϕ) at N .

Hence τG is just G modified at the finitely many points {xi}. Call {xi}i∈I the

legs/paws of shtuka.

Remark 6.2. If I = ∅, a shtuka of X × S is just a G-torsor on X over Fq.
The moduli space of G-torsors on X with trivialization is denoted by Bun(G,N)

and Weil showed the equality

Bun(G,N)(Fq) = G(k)\G(A)/KN .

For any irreducible representation W = ⊠i∈IWi of Ǧ
I , there is a notion of “a

modification bounded by Wi at xi for each i”.
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Definition 6.3. Let ChtN,I,W be the (reduced) moduli stack of shtukas with |I|
legs/ paws and modification bounded by W ∈ Irr ǦI . Then we have

PN,I,W : ChtN,I,W −→ (X \N)I

taking legs.

Remark 6.4. If I = ∅ or if W = 1, then ChtN,I,W is just the constant stack

BunG(Fq) over X \N I .

Definition 6.5. We denote

HN,I,W = R0(PN,I,W )!(ICChtN,I,W ),

where IC is the intersection cohomology. This is equipped with the action of Hecke

operator HN via Hecke correspondences. This is also equipped with the action of

“partial Frobenius” which is eventually these action of ΓIk at the generic point of

X ×N .

Let us list the functional properties of HN,I,W (↶ ΓIk ×HN ).

(a) For fixed I, the correspondence W 7→ HN,I,W gives a Qℓ-linear functor

(Rep Ǧ) −→ (Rep(ΓIk ×HN )).

(b) Any map ζ : I −→ J induces isomorphism

χζ : HI,W −→ HJ,I∗(W )

which is functorial in W .

(c) We have the equality

H∅,1 = Cc(G(k)\G(A)/KN )

and H∅,1 contains Acusp,N

Consequently, for given data W ∈ Rep(ǦI), w ∈ W Ǧ∆

, w∗ ∈ (W ∗)Ǧ
∆

, and

γ ∈ ΓIk, we have the following commutative diagram like the kids’ dance song

“Hokey Pokey” (search the video).

In H{0},W
χ−1
ζ // HI,W

γ

“HokeyPokey′′
// HI,W

χζ // H{0},W

w∗

��
Out Acusp,N

w

OO

SI,γ,W,w,w∗

HN -equiv.
// Acusp,N .

7. Applications of the globalization theorem

7.1. Langlands-Shahidi theory. The main application of the globalization the-

orem is Langlands-Shahidi theory in positive characteristic, which is a recent result

of Luis Lomeĺı. Here we give a sketch of this theory.
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Let G be a connected reductive group over a local field F of positive characteris-

tic. Let P be a parabolic subgroup of G, H a Levi component and N the unipotent

radical. Passing to the dual group Ǧ, there is a corresponding parabolic subgroup

P̌ = ȞŇ . Then Ȟ acts on Lie(Ň) by adjoint action. We denote the irreducible

decomposition of this action by

(Lie(Ň),Ad) =
⊕
i

(ri, Vi).

Take an irreducible admissible representation π of H. Assuming the local Lang-

lands correspondence, π is associated with an L-parameter

ϕπ : WDF −→ Ȟ.

Due to Deligne, Langlands (characteristic 0) and Laumon (positive characteristic),

we have the local L-factor L(s, ri ◦ ϕπ) and the local epsilon factor ε(s, ri ◦ ϕπ, ψ).
Langlands-Shahidi theory aims to define these local factors directly from π, without

invoking local Langlands correspondence, i.e., we want to define L(s, π, ri) and

ε(s, π, ri, ψ). As usual, it is sufficient to define a coarser invariant γ(s, π, ri, ψ), a

gamma factor, which is related to these two factors by

γ(s, π, ri, ψ) = ε(s, π, ri, ψ)
L(1− s, π∨, ri)

L(s, π, ri)
.

Example 7.1. (1) Let G = GLm+n and P = H ⋉N be a parabolic subgroup

of G with Levi component H = GLm × GLn. Then the dual groups are

Ǧ = GLm+n(C) and

P̌ = (GLm(C)×GLn(C))⋉ Ň .

The decomposition of Lie(Ň) is given by

Lie(Ň) = (Stdm)∨ ⊠ (Stdn)
∨,

where Stdk denotes the standard representation of GLk. Given an irre-

ducible admissible representation π1 ⊠ π2 of GLm ×GLn, we can define

γ(s, π1 ⊠ π2,Stdm⊠Stdn),

which is usually written simply by γ(s, π1 × π2, ψ) and called the Rankin-

Selberg gamma factor.

(2) Let G = Sp2n and P = H ⋉ N be a parabolic subgroup of G with Levi

component H = GLa × Sp2n−2a. Then we have Ǧ = SO2n+1(C) and

P̌ = (GLa(C)× SO2n−2a+1(C))⋉N∨.

The decomposition of Lie(Ň) is given by

Lie(Ň) = r1 ⊕ r2,
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where r1 = Stda⊠StdSO2n−2a+1
and r2 = ∧2 Stda. Given an irreducible

admissible representation π⊠σ of GLa×Sp2n−2a, we get two gamma factors;

one is Rankin-Selberg type γ(s, π ⊠ σ, r1, ψ), which is usually denoted by

γ(s, π × σ, ψ) and the other is the exterior square gamma factor

γ(s, π ⊠ σ, r2, ψ) = γ(s, π,∧2, ψ).

Theorem 7.2 (Shahidi for number field case, Lomeĺı for function field case). No-

tation are as above.

(1) For a generic irreducible admissible representation π of H, one can define

γ(s, π, ri, ψ) ∈ C(q−sF )

satisfying the following properties:

• If H = T is a torus, then γ(s, π, ri, ψ) is compatible with local Lang-

lands correspondence for tori.

• (Multiplicativity) If π is a subrepresentation of IndHQ (τ) for some para-

bolic subgroup Q of H and its generic irreducible admissible represen-

tation τ , then γ(s, π, ri, ψ) can be expressed by the Langlands-Shahidi

gamma factor for τ .

• (Global functional equation) Fix a global additive character Ψ =∏
v Ψv on k\A. If Π is a globally generic cuspidal automorphic repre-

sentation of H(A), one has

LS(s,Π, ri) =
∏
v∈S

γ(s,Πv, ri,Ψv)L
S(1− s,Π∨, ri),

for some suitable finite set S of places of k.

Moreover, these properties characterize γ(s, π, ri, ψ).

(2) The gamma factors γ(s, π, ri, ψ) satisfy the following additional property:

• (Local functional equation)

γ(s, π, ri, ψ)γ(1− s, π∨, ri, ψ) = 1.

The strategy to prove this theorem is as follows: by the multiplicativity prop-

erty, we can reduce the problem to the supercuspidal case. Given a supercuspidal

representation, we globalize it and use global functional equation.

In the number field case, one can use “shrinking support” method to globalize

supercuspidal representations, sacrificing one archimedean place where we already

know every representation is obtained from principal series representations. On the

other hand, in the function field case, we cannot use the same method since there

is no such a favorable place we can sacrifice.

7.2. Stability of the Langlands-Shahidi gamma factors.
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Theorem 7.3. If π1 and π2 are generic admissible representations of H with the

same central character, then we have

γ(s, π1 ⊗ χ, ri, ψ) = γ(s, π2 ⊗ χ, ri, ψ).

for any sufficiently ramified characters χ of H.

Let us explain why we expect this property for gamma factors. Assuming local

Langlands correspondence, π is associated with an L-parameter

ϕπ : WDF −→ LH.

Suppose γ(s, π, ri, ψ) = γ(s, ri ◦ϕπ, ψ), which is a part of the conjectural naturality

of local Langlands correspondence. In Galois theoretic context, the stability of

gamma factors holds by Deligne and Henniart. Our theorem will be shown by

passing to the Galois side and applying this result.

Recall the result of V. Lafforgue. Let k be a global field of characteristic p > 0.

V. Lafforgue constructed a map for{
cuspidal automorphic

representations of H(A)

}
(VL)−−−→

{
ρℓ : Gal(ksep/k) −→ LH(Qℓ)

continuous ℓ-adic Galois representations

}
,

where l is a prime number different from p.

If we fix an isomorphism ιℓ : Q̂ℓ
∼=−→ C, the local component ρℓ,v of ρℓ can be

expressed by

ϕv : WF × SL2(C) −→ LH(C).

Note that this may not be Frobenius semi-simple and let us denote its Frobenius

semi-simplification by ϕFrobv

This map satisfies the following properties: Let π be an cuspidal automorphic

representation of H(A).
(a) For almost all v at which πv is unramified, ρℓ,v gives the L-parameter of πv

(b) Let Z = Z(HF )
◦ be the connected center of HF . We denote by ρZ the

projection map

LHF −→ LHF /(
LH◦

F )
der = LZ.

Then the central character ωπ of π corresponds to ρZ ◦ ρπ,ℓ.

Lemma 7.4. For an irreducible generic admissible representation π of HF , there

is an L-parameter

ϕ : WDF −→ LHF

such that

• the central character ωπ corresponds to ρZ ◦ ϕ under the local Langlands

correspondence for tori

• γ(s, π ⊗ χF , ri, ψ) = γ(s, ri ◦ (ϕ ⊗ χF ), ψ) holds for all unitary characters

χF of HF .



Globalization of supercuspidal representations over function fields and applications 21

First we deduce our theorem from this lemma. Suppose π1 and π2 are irreducible

generic representations of HF with the same central character. Assuming the above

lemma, there are L-parameters ϕi corresponding to πi. By the first condition in

the lemma, ρZ ◦ ϕ1 = ρZ ◦ ϕ2. For any finite dimensional representation R of LHF ,

detR factors through

ρZ :
LHF −→ LHF /(ȞF )

der.

Hence we get detR ◦ ϕ1 = detR ◦ ϕ2. Then Theorem 7.3 follows from the result of

Deligne and Henniart.

Proof of lemma. We may assume that π is a supercuspidal representation. Apply-

ing the globalizing theorem (or rather its corollary), we get a global field k and a

generic cuspidal automorphic representation Π satisfying kv0
∼= F , Πv0

∼= π, and Πv

is contained in some principal series representation for any v ̸= v0. Fix a non-trivial

additive character Ψ =
∏
v Ψv of k\A.

Applying the globalizing theorem again to χF , we obtain an automorphic char-

acter χ such that χv0 = χF .

By the result of V. Lafforgue, Π corresponds to a Galois representation ρΠ. Let

S be a large large finite set of places which does not contain v0, such that for any

v ̸∈ S, Πv and χv are unramified and ρΠ,v gives the L-parameter of Πv.

By the global functional equation obtained from Langlands-Shahidi theory,

LS(s,Π⊗ χ,R) =
∏

v∈S∪{v0}

γ(s,Πv ⊗ χv, R,Ψv)L
S(1− s,Π∨ ⊗ χ−1, R).

On the other hands, the functional equation of L-functions for Galois representa-

tions leads

LS(R ◦ (ρΠ ⊗ χ)) =
∏

v∈S∪{v0}

γ(s,R ◦ ρΠ,v ⊗ χv,Ψv)L
S(1− s,R ◦ (ρ∨Π ⊗ χ−1)).

Note that we have

LS(s,Π⊗ χ,R) = LS(R ◦ (ρΠ ⊗ χF ))

and

LS(1− s,Π∨ ⊗ χ−1, R) = LS(1− s,R ◦ (ρ∨Π ⊗ χ−1)).

Hence we get∏
v∈S∪{v0}

γ(s,Πv ⊗ χv, R,Ψv) =
∏

v∈S∪{v0}

γ(s,R(◦ρΠ,v ⊗ χv),Ψv)

Since Πv for v ∈ S is contained in some principal series representation, we get

γ(s,Πv ⊗ χv, R,Ψv) = γ(s,R ◦ (ϕΠ,v ⊗ χv),Ψv)
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from the multiplicativity of the gamma factors and the compatibility of local Lang-

lands correspondence for tori. Therefore we get

γ(s,Πv0 ⊗ χv0 , R,Ψv0) = γ(s,R ◦ (ρΠ,v0 ⊗ χv0),Ψv0)
∏
v∈S

γ(s,R ◦ (ρΠ,v ⊗ χv),Ψv)

γ(s,R ◦ (ϕΠ,v ⊗ χv),Ψv)
.

We may assume that χv for v ∈ S is sufficiently ramified, and if this is the case,∏
v∈S

γ(s,R ◦ (ρΠ,v ⊗ χv),Ψv)

γ(s,R ◦ (ϕΠ,v ⊗ χv),Ψv)
= 1

by the result of Deligne and Henniart. This implies the lemma. □

The following corollary is a consequence of the proof of the above lemma.

Corollary 7.5. Let Π be a generic cuspidal automorphic representation of H(A)
and X be a Hecke character. Fix a non-trivial additive character Ψ of k\A. Then

for any place v, we have

γ(s,Πv ⊗ χv, R,Ψv) = γ(s,R ◦ (ρΠ,v ⊗ χv),Ψv).

8. Construction of local Langlands correspondence

8.1. Plancherel measures. Let

• F a local field of characteristic p,

• GF ⊃ PF = HFNF be a parabolic subgroup of GF with Levi decomposi-

tion,

• πF an irreducible representation of HF ,

• χF a character of HF , and

• ψ a non-trivial additive character of F .

Then, we have standard intertwining operators [9]:

IndGFPF (πF⊗χF )
MPF ,PF ,ψ

(πF⊗χF )
−−−−−−−−−−−−−→ IndGF

PF
(πF⊗χF )

MPF ,PF ,ψ
(πF⊗χF )

−−−−−−−−−−−−−→ IndGFPF (πF⊗χF ).

Here, PF is the opposite of PF .

Since these induced representations are irreducible for general χF , composition

of two intertwining operators above are actually a scalar.

Definition 8.1. We define a C-valued meromorphic function µ in χF by

µ(πF ⊗ χF , ψ)
−1 =MPF ,PF ,ψ

(πF ⊗ χF ) ◦MPF ,PF ,ψ
(πF ⊗ χF ).

This function is called the Plancherel measure. Note that µ depends on the

choice of Haar measures. For a precise normalization, see [3]. Its poles tell us

something about reducibility points of induced representations as we will see later.

One of the achievement of Langlands-Shahidi theory is breaking up this invariant

into smaller pieces;
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Proposition 8.2. If π is generic, we have

µ(πF , ψ) =
∏
i

γLS(πF , ri, ψ)γ
LS(π∨

F , ri, ψ),

where Lie(ŇF ) =
⊕
ri as a representation of ȞF . Here, the superscript LS means

that the gamma factor is the one obtained from the Langlands-Shahidi method.

Similarly as in the last section, we have the following equation between repre-

sentation theoretic invariant and Galois theoretic invariant.

Lemma 8.3. If πF is a supercuspidal representation of HF , then there is an L-

parameter

ϕF : WDF −→ LHF

such that

µ(πF , ψ) =
∏
i

γGal(ri ◦ ϕF , ψv)γGal(r∨i ◦ ϕF , ψv).

Proposition 8.4. (1) Given irreducible representations π1, π2 of HF with the

same central character, we have

µ(π1 ⊗ χF , ψ) = µ(π2 ⊗ χF , ψ)

for every sufficiently ramified character χF .

(2) If Π =
⊗′

v Πv is a cuspidal automorphic representation with ρΠ,ℓ via a map

(VL), we have

µ(Πv,Ψv) =
∏
i

(γGal(ri ◦ ρΠ,ℓ,v,Ψv)γGal(r∨i ◦ ρΠ,ℓ,v,Ψv))

for every place v.

Proof. The proof of (1) is analogous to that of Theorem 7.3. We only give the

sketch. By multiplicativity of gamma factors, we can reduce to the supercuspidal

case. Hence we may assume that πi are supercuspidal. Admitting Lemma 8.3, the

assertion follows from the stability of gamma factors by Deligne and Henniart. This

completes the proof. □

Our goal is to construct a Local Langlands Correspondence

L : IrrHF −→ { L-parameters for HF }

via V. Lafforgue’s Global Langlands Correspondence.

Consider the case that HF is classical groups. Let E = F , or a quadratic

extension of F . Let (V, ⟨·, ·⟩) be a finite-dimensional vector space V with ε-hermitian

form ⟨·, ·⟩. Define HF = Aut(V, ⟨·, ·⟩)◦. Then,
For these HF , L-parameters are simply equivalent classes of conjugate self-dual

representations ρ : WDE → GLN (C) with some sign ε(HF ).
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HF Sp2n SO2n SO2n+1 Un
ȞF SO2n+1(C) SO2n(C) Sp2n(C) GLn(C)
LHF SO2n+1(C) O2n(C) Sp2n(C) GLn(C)⋊ Z/2Z

In [1], [4], using Langlands Shahidi-theory and the converse theorem, one obtains

a functorial lifting{
generic cuspidal automorphic

representations of H over k

}
−→

{
automorphic representations

of GLN

}
.

From this, one gets a local Langlands correspondence LLS for supercuspidal

representations.

Irrgen,scHF
//

**
LLS

��

Irrsc GLN (F )
OO

LLC for GLN

��
{ϕ : WE → LHF } �

� // {ψ : WDE → GLN (C) }
Here, Irrgen,scHF is the set of the equivalent classes of supercuspidal represen-

tations of HF and Irrsc GLN (F ) is the set of the equivalent classes of supercuspidal

representations of GLN (F ).

Here L is characterized by the equality

γLS(π × τ, ψ) = γGal(ϕπ ⊗ ϕτ , ψ)

for every irreducible representations τ of GLN (F ). The right hand side is the

gamma factor of L-parameters.

We assume the Working Hypothesis: Suppose HF = SO or Sp. We assume

that the image of LLS contains a tamely ramified almost irreducible parameter

ϕ1. We denote by π1 the irreducible generic supercuspidal representation of HF

corresponding to ϕ1.

Remark 8.5. (1) If the local descent is extended to function fields, then one

would know LLS is surjective.

(2) In positive characteristic, to this ϕ, Debacker-Reeder associates an L-packet

of depth 0 supercuspidal representations. Savin checked that for a generic

supercuspidal representation π in this packet, we have

γLS(π × τ, ψ) = γGal(ϕ⊗ ϕτ , ψ).

Let IrrHF denote the set of equivalent classes of irreducible admissible repre-

sentations of HF .

Theorem 8.6. Suppose that F is a function field with positive characteristic p ̸= 2

and HF is quasi-split. Assume the Working Hypothesis, then there exists a map

L : IrrHF → {L-parameters for HF }
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such that for π ∈ IrrHF and ϕπ = L(π), the following properties hold:

• π is a discrete series representation if and only if ϕπ is elliptic,

• π is temped if and only if ϕ|WE
is bounded,

• if π is generic, then γLS(π × τ, ψ) = γGal(ϕπ ⊗ ϕτ , ψ) i.e., ϕπ = LLS(π),

• for general π, µ(π × τ, ψ) = µGal(π ⊗ τ, ψ), and

• L is compatible with Langlands classification.

Moreover, L is characterized by these properties.

We then ask the following questions.

(a) Is L surjective?

(b) Are the fibers finite?

(c) Is there a refined classification of fibers?

In order to consider the above questions, we will construct L for supercuspi-

dal representations π of HF . By the globalization theorem, we can construct the

following items:

• a global field k with kv0
∼= F ,

• a quasi-split group H over k with Hv0
∼= HF , and

• a cuspidal representation Π of H(A) such that
Πv0

∼= πF .

Πv1
∼= π1 as in working hypothesis.

Πv is contained in a principal series, for every v ̸= v0, v1.

Take an automorphic representation Π. Let ρΠ be the L-parameter of Π via a

map (V L).

Proposition 8.7. (1) At v1, we have ρΠ,ℓ,v = ϕ1.

(2) ρΠ is pure of weight 0.

(3) At v0, ρΠ,ℓ,v0 is an elliptic L-parameter of HF .

Proof. (1) By the result on Plancherel measure, we have

µ(s, π1 × τ, ψ) = γ(s, ρ∨Π,ℓ,v1 ⊗ ϕτ , ψ)γ(−s, ρΠ,ℓ,v1 ⊗ ϕ∨τ , ψ)

×γ(2s,R ◦ ϕτ , ψ)γ(−2s,R∨ ◦ ϕτ , ψ),

for all irreducible supercuspidal representations τ of GLr with arbitrary r. Here,

R is one of the following representation of GLN (C) depending on HF :

R =


Sym2

∧2

Asai±

We write the right-hand side by µGal(ρΠ,ℓ,v1 × ϕτ , ψ).
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On the other hand, since both π1 and τ are generic, Langlands-Shahidi theory

(Proposition 8.2 and Proposition 8.4) provides us the following equation:

µ(s, π1 × τ, ψ) = γLS(s, π1 × τ, ψ)γLS(−s, π∨ × τ∨, ψ)

×γLS(2s, τ, R, ψ)γLS(−2s, τ∨, R∨, ψ)

= µGal(ϕ1 × ϕτ , ψ)

Note that the local Langlands correspondence preserves gamma factors only up to

some roots of unity, but this ambiguity is canceled in the above formula.

From this, we get

γ(s, ρ∨Π,ℓ,v1 ⊗ ϕτ , ψ)γ(−s, ρΠ,ℓ,v1 ⊗ ϕ∨τ , ψ) = γ(s, ϕ∨1 ⊗ ϕτ , ψ)γ(−s, ϕ1 ⊗ ϕ∨τ , ψ).

Since ϕ1 is an almost irreducible Galois representation, this equation shows that

ρΠ,ℓ,v1 = ϕ1.

(2) follows from a conjecture of Deligne in Weil II which was shown by L. Laf-

forgue. Since ρΠ,ℓ is “almost irreducible”, it is pure of weight 0.

(3) Deligne showed in Weil —— (Theorem 1.8.4), that if ρΠ,ℓ,v0 is pure of weight

0, then ρΠ,ℓ,v0 is a tempered L-parameter for GLN . Moreover, by Proposition 8.4,

one has

µ(s, π × τ, ψ) = γ(s, ρ∨Π,ℓ,v0 ⊗ ϕτ , ψ)γ(−s, ρΠ,ℓ,v0 ⊗ ϕ∨v0 , ψ)

×γ(2s,R ◦ ϕτ , ψ)γ(−2s,R∨ ◦ ϕτ , ψ)

for any ϕτ . Now, if ψτ is not conjugate-self-dual, then it follows by [9] that the

left hand side is non-zero and hence so is right hand side. This implies ρΠ,ℓ,v0 does

not contain any non-conjugate-self-dual summand. Further, it follows by [9] that

the left hand side has a zero of order at most 2, which implies that ρΠ,ℓ,v0 has

multiplicity free. Hence, ρΠ,ℓ,v0 is a discrete parameter of HF . □

Next, we will show that ρΠ,ℓ,v0 in the previous proposition only depends on

Πv0
∼= πF . In other words, it is independent of several choice of globalization.

Proposition 8.8 (Independence). Suppose

• k and k′ are global fields with kv0
∼= kv′0

∼= F .

• H and H ′ are reductive groups over k and k′ such that Hv0
∼= Hv′0

∼= HF ,

respectively.

• Π and Π′ are cuspidal representations of H and H ′, respectively.

• Πv0
∼= Πv′0

∼= πF .

• ρΠ,ℓ and ρΠ,ℓ′ are pure of weight 0, where ℓ, ℓ
′ are two primes different from

the characteristic of F .

Then, ρΠ,v0,ℓ and ρΠ′,v′0,ℓ
′ give the same L-parameter of HF .

8.2. Reducibility of generalized principal series. Let τ be an irreducible rep-

resentation of GLr. We define the induced representation I(s, π × τ) by

I(s, π × τ) = IndGP (π ⊠ τ |det|s), s ∈ C.
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We call I(s, π × τ) a principal series. Define c ∈ Gal(E/F ) by ⟨c⟩ = Gal(E/F ).

Lemma 8.9 (Harish-Chandra, Silberger [7], [8]). (a) When τ c = τ∨, then I(s, π×
τ) is irreducible for all s ∈ R.

(b) When τ c ̸= τ∨, then I(0, π × τ) is reducible if and only if µ(0, π × τ) ̸= 0.

In that case, I(s, π × τ) is irreducible for every s ̸= 0 and µ(s, π × τ) is

holomorphic for every s ∈ R.
(c) When τ c ̸= τ∨ and µ(0, π × τ) = 0, then I(s0, π × τ) is reducible if and

only if µ(s0, π × τ) = ∞ for s0 > 0. In that case, such a s0 is unique and

the pole of µ at s0 is simple and zero of µ at s = 0 is of order 2 and µ has

no zeros elsewhere.

Definition 8.10. For an L-parameter ϕπ, let

ρ =
⊕
i

ρ⊗ Sai ,

where Sa is the irreducible a-dimensional representation of SL2(C). Set

Jordρ(ϕπ) = {a ∈ Z≥0 | ρ⊗ Sa ⊂ ϕπ}

for each ρ. Then, we say ϕπ is sans trou if, for all ρ such that Jord(ρ) is non-empty

and 2 < a ∈ Jordρ(ϕπ), then a− 2 ∈ Jordρ(ϕπ).

Proposition 8.11. If π is supercuspidal and ϕπ = L(π), then ϕπ is sans trou.

Corollary 8.12. I(s0, τ ⊗ π) is reducible if and only if τ∨ = τ c and one of the

following conditions hold

(1) s0 = (aτ (π) + 1) ≥ 1 with aτ (π) = max Jordϕτ (ϕπ).

(2) s0 if and only if Jordϕτ (ϕπ) is empty and ε(ϕπ) = −ε(HF ).

(3) s0 = 0 if and only if Jordϕτ (ϕπ) is empty and ε(ϕπ) = ε(HF ).

This corollary is the assumption (BA) in Mœglin-Tadić [5].
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[4] Lomeĺı, L. A., Functoriality for the classical groups over function fields, Int. Math. Res. Not.

2009, no. 22, 4271-4335.
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