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Abstract
The complement of a complex hyperplane arrangement is known to

be homotopic to a minimal CW complex. There are several approaches
to the minimality. In this paper, we restrict our attention to real two
dimensional cases, and introduce the “dual” objects so called minimal
stratifications. The strata are explicitly described as semialgebraic
sets. The stratification induces a partition of the complement into
a disjoint union of contractible spaces, which is minimal in the sense
that the number of codimension k pieces equals the k-th Betti number.

We also discuss presentations for the fundamental group associated
to the minimal stratification. In particular, we show that the funda-
mental groups of complements of a real arrangements have positive
homogeneous presentations.

1 Introduction

In 1980s Randell found an algorithm for presenting the fundamental group of
the complement M(A) of arrangement A of complexified lines in C2 ([R1, F]).
Various algorithms for doing this were found subsequently ([A, CS, MT]). It
was observed that these presentations are minimal in the sense that the num-
bers of generators and relations are equal to b1(π1) and b2(π1), respectively,
(c.f. bi(M) = bi(π1(M(A))) for i ≤ 2 [R2]) and several presentations are
homotopic to M(A). (It is not clear to the author that whether or not
every minimal presentation is homotopic to M(A), which is true for braid-
monodromy presentation [Li].)

These works have been partially generalized to higher dimensional cases.
Let A be an arrangement of hyperplanes in C!. The complement M(A) =
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C! \A is proved to be homotopic to a minimal CW complex, that is, a finite
CW complex in which the number of p-cells equals the p-th Betti number
[PS, DP, R3]. The minimality is expected to have applications to topological
problems of arrangements. In order to apply, we need to make explicit how
cells in the minimal CW complex are attached. There are two approaches
to describe the minimal structure of M(A), one is based on classical Morse
theoretic study of Lefschetz’s theorem on hyperplane section [Y1], the other
is based on discrete Morse theory of Salvetti complex [SS, D]. There are
also some applications to computations of local system (co-)homology groups
[GS, Y2, Y3].

The purpose of this paper is to describe the “dual” object to the minimal
CW complex for " = 2. We introduce the minimal stratification M(A) =
X0 ⊃ X1 ⊃ X2 for the complement M(A) such that

• X0 \ X1 = U is a contractible 4-manifolds,

• X1\X2 =
⊔b1(M)

i=1 S◦
i is a disjoint union of contractible 3-manifolds, such

that the number of pieces is equal to the 1st Betti number b1(M), and

• X0 =
⊔b2(M)
λ=1 Cλ is a disjoint union of contractible 2-manifolds (cham-

bers), such that the number of pieces is equal to the 2nd Betti number
b2(M).

(see Theorem 4.2 for details). We describe explicitly the strata as semialge-
braic sets. For such stratification, we can take generators and relations of
π1(M) which are dual to the strata. By analyzing the incidence relation of
strata, we obtain a presentation for π1 which is not rely on braid monodromy
or Zariski-van Kampen method. The resulting presentation has only positive
homogeneous relations.

This paper is organized as follows. In §2, as a motivating example, we
compare the minimal stratification with Morse theoretic description of min-
imal CW complex for a very simple example: two points {0, 1} in R. In §3
we recall basic facts and introduce the sail S(α, β) bound to lines. The sail
is a 3-dimensional semialgebraic submanifold of M(A) which will be used
to define the minimal stratification. §4 contains the main result. The proof
will be given in §7. In §5 we discuss the presentation for π1(M(A)) associ-
ated to the minimal stratification. The generators are taken as transversal
loops to the strata. In §6 we take meridian generators for the fundamental
group. By computing relations in the previous section with respect to the
new generators, we reach the positive homogeneous presentation.

2



2 A one-dimensional example

Example 2.1. Let M = C \ {0, 1} and ϕ(z) := (z+1)2√
z(z−1)

. We consider

|ϕ| : M → R as a Morse function which has three critical points z =

−1, 5−
√

17
4 , 5+

√
17

4 with index 0, 1, 1 respectively. Note that all critical points

are real and 0 < 5−
√

17
4 < 1 < 5+

√
17

4 . The unstable manifolds present a
one-dimensional CW complex which is homotopic to M . Since |ϕ(z)| →∞
as |z| → ∞, the unstable cells are as in Figure 1. It is not easy to describe
the unstable manifolds explicitly even for one-dimensional cases. Neverthe-
less, the stable manifolds can be explicitly described: two open segments
(0, 1), (1,∞) and the remainder U = M \ ((0, 1) ∪ (1,∞)).

! !
−1 0 1

" " "
5−

√
17

4
5+

√
17

4

# # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # #

Figure 1: Unstable and stable manifolds (thick and dotted line, respectively).

We have a partition U ( (0, 1) ( (1,∞) of M by contractible pieces, and
note that the number of codimension zero piece is equal to b0(M) = 1 and
that of codimension one is b1(M) = 2. Also note that codimension one
pieces (0, 1) and (1,∞) are nothing but chambers of the real hyperplane
arrangement {0, 1}. These pieces are expressed in terms of defining linear
forms as follows,

(0, 1) =

{
z ∈M

∣∣∣∣
z − 1

z
∈ R<0

}
,

(1,∞) =

{
z ∈M

∣∣∣∣
−1

z − 1
∈ R<0

}
,

(1)

where R<0 is the set of negative real numbers.

The homotopy types of the unstable cells for higher dimensional cases are
discussed in [Y1]. The unstable cell itself is highly transcendental. On the
other hand, the stable manifolds are semi-algebraic sets (open segments and
their complements). The purpose of this paper is to generalize the “dual”
description for two-dimensional real arrangements. We will give an explicit
stratification for the complement of complexified real lines in C2 such that
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• each disjoint piece is contractible, and

• the number of codimension k pieces is equal to k-the Betti number.

We will see that formulae similar to (1) define one-codimensional pieces.

3 Basic notation

3.1 Setting

A real arrangement A = {H1, . . . , Hn} is a finite set of affine lines in the
affine plane R2. Each line is defined by some affine linear form

αH(x1, x2) = ax1 + bx2 + c = 0, (2)

with a, b, c ∈ R and (a, b) *= (0, 0). A connected component of R2 \
⋃

H∈A H
is called a chamber. The set of all chambers is denoted by ch(A). The affine
linear equation (2) defines a complex line {(z1, z2) ∈ C2 | az1 + bz2 + c = 0}
in C2. We denote the set of complexified lines by AC = {HC = H ⊗ C |
H ∈ A}. The object of our interest is the complexified complement M(A) =
C2 \

⋃
H∈A HC.

3.2 Generic flags and numbering of lines

Let F be a generic flag in R2

F : ∅ = F−1 ⊂ F0 ⊂ F1 ⊂ F2 = R2,

where Fk is a generic k-dimensional affine subspace.

Definition 3.1. For k = 0, 1, 2, define the subset chF
k (A) ⊂ ch(A) by

chF
k (A) := {C ∈ ch(A) | C ∩ Fk *= ∅, C ∩ Fk−1 = ∅}.

The set of chambers decomposes into a disjoint union, ch(A) = chF
0 (A)(

chF
1 (A) ( chF

2 (A). The cardinality of chF
k (A) is given as follows, which is an

application of Zaslawski’s formula [Z].

Proposition 3.2.

&chF
0 (A) = b0(M(A)) = 1,

&chF
1 (A) = b1(M(A)) = n,

&chF
2 (A) = b2(M(A)).
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3.3 Assumptions on generic flag and numbering

Throughout this paper, we assume that the generic flag F satisfies the fol-
lowing conditions:

• F1 does not separate intersections of A,

• F0 does not separate n-points A ∩F 1.

Then we can choose coordinates x1, x2 so that F0 is the origin, F1 is given by
x2 = 0, all intersections of A are contained in the upper-half plane {(x1, x2) ∈
R2 | x2 > 0} and A ∩F 1 is contained in the half line {(x1, 0) | x1 > 0}.

We set Hi ∩ F1 has coordinates (ai, 0). By changing the numbering of
lines and signs of the defining equation αi of Hi ∈ A we may assume

• 0 < an < an−1 < · · · < a1, and

• the origin F0 is contained in the negative half plane H−
i = {αi < 0}.

Remark 3.3. Sometimes it is convenient to consider 0-th line H0 to be the
line at infinity H0 with defining equation α0 = −1 and a0 = +∞.

We also put chF
0 (A) = {C0} and chF

1 (A) = {C1, . . . , Cn} so that Ck ∩ F1

is equal to the interval (ak, ak−1). (We use the convention a0 = +∞.) It is
easily seen that the chambers C0 and Ck (k = 1, . . . , n) have the following
expression.

C0 =
n⋂

i=1

{αi < 0},

Ck =
k−1⋂

i=0

{αi < 0} ∩
n⋂

i=k

{αi > 0}, (k = 1, . . . , n).

(3)

(We consider α0 < 0 whole R2.) The notations introduced in this section are
illustrated in Figure 2.

3.4 Sails bound to lines

Let α, β ∈ C[z1, z2] be polynomials of deg ≤ 1. We assume that α *= 0, β *= 0
and they are linearly independent over C. (Note that we allow the situation
that one of α or β is equal to a non-zero constant.)

Definition 3.4. For α and β as above, we define the sail bound to α and β
by

S(α.β) =

{
z = (z1, z2) ∈ C2

∣∣∣∣α(z)β(z) *= 0,
α(z)

β(z)
∈ R<0

}
.
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1

""""""""""""""""""""

%a1

H1

%a2

H2

%a3

H3

####################

%a4

H4

C0 C1

C2C3C4

C5

C6C7C8 chF
0 (A) = {C0}

chF
1 (A) = {C1, . . . , C4}

chF
2 (A) = {C5, . . . , C8}

Figure 2: Numbering of lines and chambers.

The sail S(α, β) is a closed subset of C2 \ {αβ = 0}. Furthermore we
have:

Lemma 3.5. S(α, β) is an orientable 3-dimensional manifold. More pre-
cisely,

(1) if α and β determine intersecting lines, then S(α, β) is diffeomorphic
to C∗ × R<0.

(2) else, (i.e., either α and β determine parallel lines or one of α and β is
a nonzero constant), then S(α, β) is diffeomorphic to C× R<0.

Proof. Case (1): Suppose that degα = deg β = 1 and two lines intersects.
Then the map

(α, β) : C2 −→ C2

z 0−→ (α(z), β(z))

is isomorphic. The image of the sail S(α, β) by the map (α, β) is
{

(s, t) ∈ C2
∣∣∣s · t *= 0,

s

t
∈ R<0

}
,

where s, t are coordinates of the target C2. The image is isomorphic to
C∗ × R<0 by the the isomorphism (s, t) 0→ (t, s/t) of (C∗)2.
Case (2): Suppose that degα = deg β = 1 and two lines are parallel. In this
case we may assume that β = pα + q with p, q ∈ C∗. Choose another linear
equation γ such that lines α = 0 and γ = 0 are intersecting. Then

(α, γ) : C2 −→ C2

z 0−→ (α(z), γ(z))

is isomorphic. The image of S(α, β) is expressed as
{

(s, t) ∈ C2

∣∣∣∣s · t *= 0,
s

ps + q
∈ R<0

}
.
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It is easily checked that the set
{

s ∈ C
∣∣∣∣∣

s

p(s + q
p)
∈ R<0

}

is an open arc connecting 0 and − q
p ∈ C. Thus S(α, β) is isomorphic to the

product of the open arc and C.
Case (3): The proof for the case degα = 1 and deg β = 0 is similar to the
case (2).

3.5 Orientations

For the purpose of obtaining a presentation for the fundamental group of
M(A), intersection numbers of loops and sails play crucial roles. It is neces-
sary to specify the orientation of the sail S(α, β).

We first recall that the orientation of C2 is given by the identification

C2 ∼−→ R4

(z1, z2) 0−→ (x1, y1, x2, y2),

where zi = xi +
√
−1yi. Consider the map ϕ = α

β : C2 \ {αβ = 0} → C.
Since S(α, β) is connected, it is enough to specify an orientation of TpS(α, β)
for a point p ∈ S(α, β). The following two ordered direct sums determine an
orientation of S(α, β):

TpS(α, β)⊕Np(S(α, β), C2) = TpC2

Tϕ(p)R<0 ⊕ ϕ∗Np(S(α, β), C2) = Tϕ(p)C,

where Np(S, C2) is a normal bundle. Note that we consider the orientation
of R<0 induced from the inclusion R<0 ⊂ R.

Remark 3.6. S(α, β) and S(β,α) are the same as manifolds, but orienta-
tions are different.

The above definition is equivalent to saying as follows. Let c : (−ε, ε) −→
C2 \ {αβ = 0} be a differentiable map transversal to S(α, β). Assume
that c−1(S(α, β)) = {0}. Then c intersects S(α, β) positively (denoted by
Ic(0)(S(α, β), c) = +1) if and only if

ϕ∗(ċ(0)) ∈ Tϕ(c(0))C 2 C

has positive imaginary part (Figure 3).
Let us look at an example showing how the intersection numbers are

computed.
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!
0

R<0

C

&

&

ϕ(c(−ε))

ϕ(c(ε))

"!!
!"
ϕ∗(ċ(0))

Figure 3: ϕ ◦ c : (−ε, ε) −→ C.

Example 3.7. Let ϕ(z2, z1) = z2
z1

and

S := S(z2, z1) =
{
(z1, z2) ∈ (C∗)2 | ϕ(z2, z1) ∈ R<0

}
.

Fix positive real numbers r, ε > 0 and an argument 0 ≤ θ0 < 2π. Consider
the continuous map

γ : R/2πZ −→ (C∗)2

t 0−→ r(cos θ0, sin θ0) +
√
−1ε(cos t, sin t).

Then γ(t) ∈ S if and only if ϕ(γ(t)) = r sin θ0+
√
−1ε sin t

r cos θ0+
√
−1ε cos t

is a negative real
number. Since

r sin θ0 +
√
−1ε sin t

r cos θ0 +
√
−1ε cos t

=
r2 sin θ0 cos θ0 + ε2 sin t cos t +

√
−1 · r · ε sin(t− θ0)

r2 cos2 θ0 + ε2 cos2 t
,

it is contained in R<0 if and only if t = θ0, θ0 + π and sin θ0 · cos θ0 < 0
(equivalently either π2 < θ0 < π or 3π

2 < θ0 < 2π). In such cases it is easily
seen that Imϕ∗(γ̇(θ0)) > 0 and Imϕ∗(γ̇(θ0 + π)) < 0. Hence we have

Iγ(θ0)(S, γ) = +1, and Iγ(θ0+π)(S, γ) = −1.

4 Minimal Stratification

4.1 Main result

In this section we shall give an explicit stratification of the complement M(A)
by using chambers and sails. We keep the notations as in §3.3. First recall
that the sail defined by αi and αi−1 is

S(αi−1,αi) =

{
z ∈ C2

∣∣∣∣αi−1(z) · αi(z) *= 0,
αi−1(z)

αi(z)
∈ R<0

}
.
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(we use the convention α0 = −1). Then

Si := S(αi−1,αi) ∩M(A)

is an oriented 3-dimensional closed submanifold of M(A) for i = 1, . . . , n.
These Si’s stratify the complement M(A).

Proposition 4.1. Let C ∈ ch(A) and i = 1, . . . , n. The following are equiv-
alent.

(a) C ⊂ Si.

(b) C ∩ Si *= ∅.

(c) αi(C) · αi−1(C) < 0. (We use the convention α0 = −1.)

Now we state the main result.

Theorem 4.2. The closed submanifolds S1, . . . , Sn ⊂ M(A) satisfy the fol-
lowing.

(i) Si and Sj (i *= j) intersect transversely, and Si ∩ Sj =
⊔

C, where C
runs all chambers satisfying αi(C)αi−1(C) < 0 and αj(C)αj−1(C) < 0.

(ii) S◦
i := S(αi,αi−1) \

⋃
C∈chF2 (A) C is a contractible 3-manifold.

(iii) U := M(A) \
⋃n

i=1 Si is a contractible 4-manifold.

The proof will be given in §7.

Remark 4.3. Theorem 4.2 gives rise to a partition of M(A) into disjoint
union of contractible manifolds M(A) = U (

⊔n
i=1 (

⊔
C∈chF2 (A) C. Such

partitions are obtained in [IY] for any dimension. However, the partition
M(A) = (Sλ in [IY] is not given by a stratification, in other words, it
does not satisfy the following property: Sλ \ Sλ is a union of other pieces
of smaller dimensions. We do not know explicit minimal stratification for
dimension ≥ 3.

5 Dual presentation for the fundamental group

Using Theorem 4.2, we give a presentation for the fundamental group π1(M(A)).
The idea is that we take the base point in U and transversal loop to each
Si as a generator, then relations are generated by loops around chambers
C ∈ chF

2 (A).

9



5.1 Transversal generators

Fix a base point ∗ ∈ U and a point pi ∈ S◦
i . There exists a continuous curve

ηi : [0, 1]→M(A) such that

• ηi(0) = ηi(1) = ∗,

• ηi(1/2) = pi and η−1
i (Si) = {1/2},

• ηi intersects S◦
i transversely and positively, that is, Ipi(S

◦
i , ηi) = 1, and

it does not intersect Sj for j *= i.

Since U and S◦
i are contractible, the homotopy type of ηi is independent of

the choice of ηi.
Let η : [0, 1] → M(A) be a continuous map with η(0), η(1) ∈ U (not

necessarily η(0) = η(1) = ∗). Since U is contractible, there exist paths c1

from the base point ∗ to η(0) and c2 from η(1) to ∗. Then c1ηc2 is a loop
which homotopy class [c1ηc2] ∈ π1(M(A), ∗) is uniquely determined by η.
We denote the class by [η] ∈ π1(M(A), ∗) for simplicity.

Lemma 5.1. With the notation above, [η1], . . . , [ηn] generate π1(M(A), ∗).

Proof. Let η : [0, 1]→M(A) be a continuous map such that η(0) = η(1) = ∗.
By the transversality homotopy theorem (e.g., [GP, Chap 2]), we can perturb
η into a new loop such that the following hold:

• The image of η is disjoint from
⊔

C∈chF2 (A) C.

• The image of η intersects
⊔n

i=1 S◦
i transversely.

Suppose that η−1(
⊔n

i=1 S◦
i ) = {t1, . . . , tN} with 0 < t1 < · · · < tN < 1

and η(tk) ∈ S◦
mk

. From the transversality, the intersection number εk :=
Iη(tk)(S◦

mk
, η) is either +1 or −1 because of transversality. The class [η] ∈

π1(M(A), ∗) is expressed as

[η] = [ηm1 ]
ε1 [ηm2 ]

ε2 . . . [ηmN ]εN .

Thus any [η] ∈ π1(M) is generated by [η1], . . . , [ηn].

Remark 5.2. If we fix the base point in F1
C = F1 ⊗C, then we may choose

transversal generators as in Figure 4.
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U ∩ F1
C

'H3 ∩ F1 'H2 ∩ F1 'H1 ∩ F1

S3 ∩ F1 S2 ∩ F1 S1 ∩ F1

∗

$ η3
%
η2 η1

Figure 4: Transversal generators η1, η2, η3.

5.2 Chamber relations

As we have seen in the previous section, the transversal generators determine
a surjective homomorphism

G : F 〈η1, . . . , ηn〉 −→ π1(M(A), ∗),

from the free group generated by η1, . . . , ηn to π1(M(A), ∗). We will prove
that the kernel of the above map is generated by conjugacy classes of meridian
loops around chambers C ⊂M(A), C ∈ chF

2 (A).
Let η : [0, 1] → M(A) be a loop with η(0) = η(1) = ∗. Suppose that

η represents an element of Ker G. Then η is null-homotopic in M(A), and
hence there is a homotopy σ : [0, 1]2 → M(A) such that σ(t, 0) = η(t),
σ(t, 1) = σ(0, s) = σ(1, s) = ∗. We can perturb σ in such a way that

• σ(∂[0, 1]2) ∩
⊔

C∈ch2
C = ∅.

• σ intersects
⊔

C∈ch2
C transversely.

Let σ−1(
⊔

C∈ch2
C) = {q1, . . . , qL}. We choose a meridian loop vi in [0, 1]2

around each point qi with the base point (0, 0). Let α : [0, 1] → ∂([0, 1]2)
be the loop with the base point (0, 0) that goes along the boundary in the
counter clockwise direction. Then α is homotopically equivalent to a product
of meridians vi. Since η is homotopically equivalent to σ ◦ α, it is also
homotopically equivalent to the product of meridian loops σ ◦ vi that are
meridian loops of chambers. (Figure 5.)

We will describe the relations more explicitly in §5.3.
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&

'
(

α

()*+,
(
v2

()*+,
(
v1

()*+,
(

v3 [α] = [v3][v2][v1].

Figure 5: Inverse images of chambers.

5.3 Dual presentation

Let i = 1, . . . , n and C ∈ chF
2 (A). We define the i-th degree di(C) ∈

{−1, 0, +1} by

di(C) =






−1 if αi−1(C) < 0 < αi(C),
+1 if αi−1(C) > 0 > αi(C),
0 otherwise.

(4)

(Here we use the convention α0 = −1, in particular, α0(C) < 0 for any
chamber C. See §5.6 for examples.)

We will prove (in §5.5) that the meridian loop of C ⊂M(A) (C ∈ chF
2 (A))

is conjugate to the word

E(C) := ηdn(C)
n ηdn−1(C)

n−1 . . . ηd1(C)
1 · η−dn(C)

n η−dn−1(C)
n−1 . . . η−d1(C)

1 . (5)

Theorem 5.3. With notation as above, the fundamental group π1(M(A), ∗)
is isomorphic to the group defined by the presentation

〈η1, . . . , ηn | E(C), C ∈ chF
2 (A)〉.

Remark 5.4. The information about homotopy type of M(A) is encoded
in the degree map di : chF

2 (A) → {0,±1}. Indeed, it plays a role when we
present cellular chain complex with coefficients in a local system (see §5.7).

Before proving Theorem 5.3 we introduce some terminology.

5.4 Pivotal argument

Let us denote the argument of the line Hi by θi, that is the angle of two
positive half lines of F1 and Hi (see Figure 6). By the assumption on generic
flag, arguments θ1, . . . , θn satisfy

0 < θn ≤ θn−1 ≤ · · · ≤ θ1 < π. (6)
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1

""""""""""""""""""""""""

H1

θ1

H2

θ2

)
)

)
)

)
)

)
)

)
)

)
)

)
)

)
)

)
)

H3

θ3

)
)

)
)

)
)

)
)

)
)

)
)

)
)

)
)

)
)

H4

θ4

$
p

# # # # # # # #
# # # # # # # #

# # # # # # # #
# # # # # ## # # # # # # # # # # # #ψ1###################################

ψ2

ψ1 = pvarg2(p)

= pvarg3(p)

ψ2 = pvarg4(p)

Figure 6: Pivotal arguments.

Remark 5.5. Sometimes it is convenient to define θ0 := θ1.

Definition 5.6. Let p = (x1, x2) ∈ R2 be a point different from Hi ∩Hi−1.
For i = 1, . . . , n, define the i-th pivotal argument pvargi(p) ∈ [0, 2π) by

pvargi(p) =






arg(
→
qp), if i > 1 and Hi ∩Hi−1(*= ∅) = {q},

θi + π, if i = 1 or i > 1, Hi is parallel to Hi−1.

And also

| pvargi(p)| =

{
pvargi(p), if 0 ≤ pvargi(p) < π,

pvargi(p)− π, if π ≤ pvargi(p) < 2π.

We have the following.

Proposition 5.7. Let p ∈ R2. Suppose αi(p) · αi−1(p) < 0 (i > 1).

• If Hi−1 and Hi intersects, then θi < | pvargi(p)| < θi−1.

• If Hi−1 and Hi are parallel, then θi = | pvargi(p)| = θi−1.

Using pivotal arguments, we can describe the intersection number of the
sail Si = S(αi−1,αi)∩M(A) and a curve, which is a generalization of Example
3.7.

Example 5.8. Let p(x1, x2) ∈ R2 \
⋃

H∈A H and ε > 0. Consider the loop

γ : R/2πZ −→ M(A)

t 0−→ (x1, x2) +
√
−1ε(cos t, sin t).
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If αi(p) ·αi−1(p) > 0, then γ does not intersect Si. If αi(p) ·αi−1(p) < 0, then
γ−1(Si) = {pvargi(p), pvargi(p) + π}. We have

Iγ(pvargi(p))(Si, γ) = 1, and

Iγ(pvargi(p)+π)(Si, γ) = −1.

Combining this with the degree di, we have the following.

Proposition 5.9. Let p(x1, x2) ∈ R2 \
⋃

H∈A H and the loop γ be as in
Example 5.8. Let us denote by C the chamber which contains p. We have

Iγ(| pvargi(p)|)(Si, γ) = di(C), and

Iγ(| pvargi(p)|+π)(Si, γ) = −di(C).

5.5 Proof of Theorem 5.3

Now we prove Theorem 5.3. Let C ∈ chF
2 (A) and p ∈ C. We take a

meridian loop γ : R/2πZ → M(A), t 0→ γ(t) as in Example 5.8. Then γ
intersects Si at t = | pvargi(p)| and t = | pvargi(p)| + π with intersection
numbers di(C) and −di(C), respectively. (This logically includes that γ does
not intersect C if and only if di(C) = 0.) In particular, from Proposition
5.7, θi−1 ≤ | pvargi(p)| ≤ θi provided di(C) *= 0. From Eq. (6), the loop
γ intersects Sn, Sn−1, . . . , S1, Sn, Sn−1, . . . , S1 in this order with intersection
numbers dn(C), dn−1(C), . . . , d1(C),−dn(C),−dn−1(C), . . . ,−d1(C). Hence
the loop γ is homotopic to the word E(C) in Eq. (5).

5.6 Examples

Example 5.10. Let A = {H1, . . . , H5} be a line arrangement and F be a
flag pictured in Figure 7. Then chF

2 (A) = {C6, C7, . . . , C12} consists of 7
chambers. The degrees can be computed as follows.

d1 d2 d3 d4 d5

C6 0 0 −1 1 −1
C7 0 −1 0 1 −1
C8 0 −1 1 0 −1
C9 0 −1 1 0 0
C10 −1 0 1 0 0
C11 −1 0 0 1 0
C12 −1 0 0 1 −1

14



The fundamental group π1(M(A), ∗) has the following presentation.

π1(M(A), ∗) = 〈η1, . . . , η5 | E(C6) : η−1
5 η4η

−1
3 η5η

−1
4 η3

E(C7) : η−1
5 η4η

−1
2 η5η

−1
4 η2

E(C8) : η−1
5 η3η

−1
2 η5η

−1
3 η2

E(C9) : η3η
−1
2 η−1

3 η2

E(C10) : η3η
−1
1 η−1

3 η1

E(C11) : η4η
−1
1 η−1

4 η1

E(C12) : η−1
5 η4η

−1
1 η5η

−1
4 η1〉.

$F0# # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # #!F
1

""""""""""""""""""""

H1

""""""""""""""""""""

H2

*
*

*
*

*
*

*
*

*
**

H3

####################

H4

####################

H5

C0 C1

C2
C3

C4

C5

C6

C7
C8

C9

C10
C11

C12

Figure 7: Example 5.10 and 6.7.

Example 5.11. Let A = {H1, . . . , H5, H6} be a line arrangement and F be
a flag pictured in Figure 8. Then chF

2 (A) = {C7, C8, . . . , C17} consists of 11
chambers. The degrees can be computed as follows.

d1 d2 d3 d4 d5 d6

C7 −1 1 0 −1 0 0
C8 −1 1 0 0 −1 0
C9 −1 1 0 0 −1 1
C10 −1 0 1 0 −1 1
C11 −1 0 1 −1 0 1
C12 −1 0 1 −1 0 0
C13 −1 1 0 0 0 0
C14 −1 0 1 0 0 0
C15 −1 0 0 1 0 0
C16 −1 0 0 0 1 0
C17 −1 0 0 0 0 1
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The fundamental group π1(M(A), ∗) has the following presentation.

π1(M(A), ∗) = 〈η1, . . . , η6 | E(C7) : η−1
4 η2η

−1
1 η4η

−1
2 η1

E(C8) : η−1
5 η2η

−1
1 η5η

−1
2 η1

E(C9) : η6η
−1
5 η2η

−1
1 η−1

6 η5η
−1
2 η1

E(C10) : η6η
−1
5 η3η

−1
1 η−1

6 η5η
−1
3 η1

E(C11) : η6η
−1
4 η3η

−1
1 η−1

6 η4η
−1
3 η1

E(C12) : η−1
4 η3η

−1
1 η4η

−1
3 η1

E(C13) : η2η
−1
1 η−1

2 η1

E(C14) : η3η
−1
1 η−1

3 η1

E(C15) : η4η
−1
1 η−1

4 η1

E(C16) : η5η
−1
1 η−1

5 η1

E(C17) : η6η
−1
1 η−1

6 η1〉

The relations E(C13), . . . , E(C17), indicate that the large loop η1 is contained
in the center of the group.

$F0# # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # # #!F
1

H1H2
H3

+
+

+
+

+
+

+
+

+
+

+

H4

######################

H5

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

H6

C0

C1

C2C3C4C5

C6

C7
C8

C9

C10 C11

C12

C13

C14

C15 C16

C17

Figure 8: Example 5.11 and 6.8.

Remark 5.12. Example 5.11 gives a presentation for the pure braid group
with 4-strands. See also Example 6.8.

5.7 Twisted minimal chain complex

Let L be a complex rank one local system on M(A). L is determined by
nonzero complex numbers (monodromy around Hi) qi ∈ C∗, i = 1, . . . , n. Fix

a square root q1/2
i ∈ C∗ for each i. For given chambers C, C ′, let us define

∆(C, C ′) :=
∏

Hi∈Sep(C,C′)

q1/2 −
∏

Hi∈Sep(C,C′)

q−1/2,
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where Hi ∈ Sep(C, C ′) runs over all hyperplanes which separate C and C ′.
With these notation, we can describe a chain complex which computes ho-
mology groups with coefficients in L.

Theorem 5.13. Denote by C[chF
k (A)] :=

⊕
C∈chFk (A) C · [C] the vector space

spanned by chF
k (A). Recall that chF

1 (A) = {C1, C2, . . . , Cn} and chF
0 (A) =

{C0}. Then the linear maps

∇ : chF
2 (A) −→ chF

1 (A), [C] 0−→
n∑

i=1

di(C)∆(C, Ci)[Ci],

∇ : chF
1 (A) −→ chF

0 (A), [Ci] 0−→ ∆(C0, Ci)[C0],

determines a chain complex (C[chF
• (A)],∇) which homology group is isomor-

phic to
Hk(C[chF

• (A)],∇) 2 Hk(M(A),L).

See [Y2, Y3] for details and applications.

6 Positive homogeneous presentations

6.1 Left and right lines

In this section, we give an alternative presentation for the fundamental group
π1(M(A)). It is presented with positive homogeneous relations as:

Generators : γ1, γ2, . . . , γn,

Relations, R(C) : γ1γ2 . . . γn = γi1(C)γi2(C) . . . γin(C),

where C runs over all chF
2 (A) and (i1(C), . . . , in(C)) is a permutation of

(1, . . . , n) associated to C.

Definition 6.1. Let C ∈ ch(A) be a chamber. The line Hi ∈ A is said to
be passing the left side of C if C ⊂ {αi > 0}. Similarly, The line Hi ∈ A is
said to be passing the right side of C if C ⊂ {αi < 0}.
Remark 6.2. Sometimes it is convenient to consider 0-th line H0 is passing
the right side of C for any chamber C. (Recall that α0(C) = −1 by our
convention.)

Definition 6.3. For a chamber C ∈ ch(A), define the decomposition {1, . . . , n} =
IR(C) ( IL(C) as follows.

IR(C) ={i | Hi passes the right side of C},
IL(C) ={i | Hi passes the left side of C}.
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The notion right/left is related to the map di. The proof of the next
proposition is straightforward.

Proposition 6.4. Let C ∈ chF
2 (A).

• If Hi−1 is passing right side of C and Hi is passing left side of C, then
di(C) = −1.

• If Hi−1 is passing left side of C and Hi is passing right side of C, then
di(C) = 1.

• Otherwise, di(C) = 0.

6.2 Positive homogeneous relations

For a chamber C ∈ chF
2 (A), arranging the right/left indices increasingly as

IR(C) ={i1(C) < i2(C) < · · · < ik(C)},
IL(C) ={ik+1(C) < ik+2(C) < · · · < in(C)}.

Then we introduce the following homogeneous relation.

Γ(C) : γ1γ2 . . . γn = γi1(C)γi2(C) . . . γin(C). (7)

Theorem 6.5. With notation as above, the fundamental group π1(M(A), ∗)
is isomorphic to the group defined by the presentation

〈γ1, . . . , γn | Γ(C), C ∈ chF
2 (A)〉.

Remark 6.6. Note that all relations in the above presentation are positive
homogeneous. It is similar to the “conjugation-free geometric presentation”
introduced in [EGT1, EGT2]. However they require stronger properties on
relations. Indeed they prove that the fundamental group of Ceva arrangement
(Figure 8) does not have conjugation-free geometric presentation.

Example 6.7. Let A = {H1, . . . , H5} be a line arrangement and F be a flag
pictured in Figure 7.

IR(C) IL(C)
C6 124 35
C7 14 235
C8 134 25
C9 1345 2
C10 345 12
C11 45 123
C12 4 1235
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Hence the fundamental group has the following presentation.

π1(M(A), ∗) 2 〈γ1, . . . , γ5 |12345 = 12435 = 14235 = 13425

= 13452 = 34512 = 45123 = 41235〉.

Here we denote 12345 instead of γ1γ2γ3γ4γ5 for simplicity.

Example 6.8. Let A = {H1, . . . , H6} be a line arrangement and F be a flag
pictured in Figure 8.

IR(C) IL(C)
C7 23 1456
C8 234 156
C9 2346 15
C10 346 125
C11 36 1245
C12 3 12456
C13 23456 1
C14 3456 12
C15 456 123
C16 56 1234
C17 6 12345

Hence the fundamental group has the following presentation.

π1(M(A), ∗) 2 〈γ1, . . . , γ5 |123456

= 231456 = 234156 = 234615 = 346125 = 361245 = 312456

= 234561 = 345612 = 456123 = 561234 = 612345〉.

6.3 Proof of Theorem 6.5

The new presentation in Theorem 6.5 is obtained by changing generators as
ηi = γiγi+1 . . . γn, or equivalently,

γ1 =η1η
−1
2

γ2 =η2η
−1
3

. . .

γn−1 =ηn−1η
−1
n

γn =ηn.

(8)

Remark 6.9. If we fix the base point in F1
C = F1 ⊗C, then we may choose

meridian generators γ1, . . . , γn as in Figure 9. (Compare Figure 4.)
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U ∩ F1
C

'H3 ∩ F1 'H2 ∩ F1 'H1 ∩ F1

∗

$ γ3 -
γ2 γ1$

Figure 9: Meridian generators γ1, γ2, γ3.

Proposition 6.10. By the change (8), the relation E(C) = 1 (Eq. (5)) is
equivalent to Γ(C) (Eq. (7)).

Proof. We distinguish four cases according to H1 and Hn are passing right/left
of C.

Case (1). Both H1 and Hn are passing right side of C.
Case (2). H1 is passing right and Hn is passing left side of C.
Case (3). Both H1 and Hn are passing left side of C.
Case (4). H1 is passing left and Hn is passing right side of C.

Case (1). We may take 1 < i1 < · · · < i2k < n in such a way that

right︷ ︸︸ ︷
1, 2, . . . ,

left︷ ︸︸ ︷
i1, i1 + 1, . . . ,

right︷ ︸︸ ︷
i2, i2 + 1, . . . , . . . ,

right︷ ︸︸ ︷
i2k, i2k + 1, . . . , n .

In this case we have

IR(C) ={i0 = 1, 2, . . . , i1 − 1, i2, i2 + 1, . . . , i3 − 1, . . . , i2k, i2k + 1 . . . , n},
IL(C) ={i1, i1 + 1, . . . , i2 − 1, i3, . . . , i4 − 1, . . . , i2k−1, i2k−1 + 1, . . . , i2k − 1}.

Then by Proposition 6.4, di2g−1(C) = −1, di2g(C) = 1 (g = 1, . . . , k) and
otherwise, di(C) = 0. Hence the word E(C) is equal to

E(C) = η−1
i1 η

1
i2η

−1
i3 . . . η1

i2k
· η1

i1η
−1
i2 η

1
i3 . . . η−1

i2k
.

Using (8), we have

E(C) =η−1
i1 (ηi2η

−1
i3 ) . . . (ηi2k−2

η−1
i2k−1

)ηi2k
· (ηi1η

−1
i2 ) . . . (ηi2k−1

η−1
i2k

)

=η−1
i1 · (γi2 . . . γi3−1) . . . (γi2k−2

. . . γi2k−1−1) · (γi2k
. . . γn)

· (γi1 . . . γi2−1) . . . (γi2k−1
. . . γi2k−1).

Since the equality E(C) = e holds, by multiplying γ1γ2 . . . γn from the left,
we have (note that γ1γ2 . . . γnη

−1
i1 = γ1γ2 . . . γi1−1)

γ1γ2 . . . γn =(γ1γ2 . . . γi1−1)(γi2 . . . γi3−1) . . . (γi2k
. . . γn)

· (γi1γi1+1 . . . γi2−1)(γi3 . . . γi4−1) . . . (γi2k−1
. . . γi2k−1),
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which is equal to the relation Γ(C).
The remaining cases (2), (3) and (4) are handled in the same way.

7 Proofs of main results

In this section, we prove Theorem 4.2. For this purposes, it is convenient to
describe M(A) in terms of tangent bundle of R2.

7.1 Tangent bundle description

We identify C2 with the total space TR2 of the tangent bundle of R2 via

TR2 −→C2

(x, y) 0−→x +
√
−1y,

where y ∈ TxR2 is a tangent vector of R2 at x ∈ R2. Let H ⊂ R2 be a line
and HC ⊂ C2 be its complexification. Then HC is identified by the above
map with

HC 2 {(y ∈ TxR2) | x ∈ H, y ∈ TxH}. (9)

For x ∈ R2, write Ax the set of lines passing through x. Then we have the
following (see [Y1, §3.1].):

M(A) 2 {(y ∈ TxR2) | x ∈ R2,y /∈ TxH, for H ∈ Ax}.

It is straightforward to check the following from (9).

Lemma 7.1. If x+
√
−1y ∈M(A), then (x+ ty)+

√
−1y ∈M(A) for any

t ∈ R.

Thus lines and the complement M(A) are preserved under the linear
uniform motion. The next lemma shows that the sail S(α, β) is also preserved
under the linear uniform motion. The next lemma will be used repeatedly
to construct deformation retractions for certain subsets of M(A).

Lemma 7.2. Let α, β be linear forms (as in Definition 3.4). Suppose x +√
−1y ∈ S(α, β). Then (x + ty) +

√
−1y ∈ S(α, β) for any t ∈ R. Con-

versely, if x +
√
−1y /∈ S(α, β), then (x + ty) +

√
−1y /∈ S(α, β) for any

t ∈ R.

Proof. Set α(x) = a · x + b and β(x) = c · x + d, where a, c ∈ (R2)∗ and
b, d ∈ R. By assumption,

α(x +
√
−1y)

β(x +
√
−1y)

=
a · x +

√
−1a · y + b

c · x +
√
−1c · y + d

=
α(x) +

√
−1a · y

β(x) +
√
−1c · y

= r ∈ R<0.
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Hence
α(x) = rβ(x) and a · y = rc · y. (10)

The assertion follows from

α(x + ty +
√
−1y)

β(x + ty +
√
−1y)

=
α(x) + ta · y +

√
−1a · y

β(x) + tc · y +
√
−1c · y

= r. (11)

The second part follows immediately from the first part.

Suppose that x+
√
−1y ∈ S(α, β) and a ·y *= 0. Set t = −α(x)

a·y . Then by
(11) above, α(x)+ ta ·y = α(x+ ty) = 0 and β(x)+ tc ·y = β(x+ ty) = 0,
which implies that the line x + R · y is passing through the intersection
Hα ∩ Hβ of two lines Hα = {α = 0} and Hβ = {β = 0}. We obtain the
following description of the sail.

Proposition 7.3. Let α and β be as in Lemma 7.2.

(i) Suppose Hα = {α = 0} and Hβ = {β = 0} are not parallel. Then
x +

√
−1y ∈ S(α, β) if and only if either

– α(x)β(x) < 0 and y is tangent to the line x · (Hα ∩Hβ) passing
through x and the intersection Hα ∩Hβ, or

– α(x) = β(x) = 0 (i.e., {x} = Hα ∩Hβ) and y *= 0 such that the
line x+R ·y is passing through the domain {x ∈ R2 | α(x)β(x) <
0}.

(ii) Suppose Hα and Hβ are parallel. Then x +
√
−1y ∈ S(α, β) if and

only if α(x)β(x) < 0 and y is either zero or parallel to Hα.

(iii) Suppose α is a nonzero constant. (In this case, β should be degree
one.) Then x +

√
−1y ∈ S(α, β) if and only if α(x)β(x) < 0 and y is

either zero or parallel to Hβ.

(See Figure 10.)

Define

| arg(y)| :=

{
arg(y), if 0 ≤ arg(y) < π

arg(y)− π, if π ≤ arg(y) < 2π.

Using the above and Proposition 5.7, we have

Proposition 7.4. Let x +
√
−1y ∈ Si = S(αi−1,αi) ∩M(A).
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Figure 10: Sails S(α, β).

• If x is the intersection Hi−1 ∩Hi, then y *= 0 and θi−1 < | arg(y)| < θi.

• If x is not the intersection Hi−1∩Hi, then αi−1(x)αi(x) < 0 and y *= 0
with | arg(y)| = | pvargi(x)| or y = 0.

Now we prove Theorem 4.2 (i):

Si ∩ Sj =
⊔

C,

where C runs all chambers satisfying αi−1(C)αi(C) < 0,αj−1(C)αj(C) < 0
(1 ≤ i < j ≤ n). Suppose that x +

√
−1y ∈ Si ∩ Sj and y *= 0. Then by

Proposition 7.4 and Proposition 5.7, we have

θj ≤ | arg(y)| ≤ θj−1, and θi ≤ | arg(y)| ≤ θi−1.

This happens only when θi−1 = θi = θj−1 = θj, which means that Hi−1, Hi, Hj−1

and Hj are parallel. However, since {x ∈ R2 | αi−1αi < 0} and {x ∈ R2 |
αj−1αj < 0} are parallel strips, which do not intersect. This is a contradic-
tion. Hence we have y = 0, and Si ∩ Sj is a union of chambers. (See Figure
11.)

7.2 Contractibility of S◦
i

Now we prove that S◦
i = Si \

⋃
C∈chF2 (A) C is contractible. Let us denote

Ai := S(αi−1,αi)∩F1. Since Ai is obviously contractible, therefore it suffices
to construct a deformation retract onto Ai, that is, a family of continuous
map ft : S◦

i → S◦
i which satisfies f0 = idS◦

i
, f1(S◦

i ) = Ai and ft|Ai = idAi .
Define a continuous map ρ : S◦

i → A, x +
√
−1y 0→ ρ(x +

√
−1y) by

(1) if y *= 0, then ρ(x +
√
−1y) = Ai ∩ (x + R · y),
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Figure 11: Si and Sj intersect transversely.

(2) if Hi ∩Hi−1 *= ∅ and y = 0, then ρ(x +
√
−1y) = Ai ∩ (x · Hi ∩Hi−1),

where (x · Hi ∩Hi−1) is the line passing through x and the intersection
Hi ∩Hi−1,

(3) if Hi ∩Hi−1 = ∅ and y = 0, then ρ(x +
√
−1y) = Ai ∩ Lx, where Lx

is the line passing through x and parallel to Hi.

By Proposition 7.4, ρ is a well-defined continuous map. Note that ρ|Ai = idAi .
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Figure 12: Deformation retract ρ(x +
√
−1y).

Define

ft(x +
√
−1y) = ((1− t)x + tρ(x +

√
−1y)) +

√
−1(1− t)y.

If y *= 0, then the real part ((1− t)x+ tρ(x+
√
−1y)) is on the line x+R ·y

and the imaginary part is nonzero provided t *= 1. Hence ft(x+
√
−1y) ∈ S◦

i

(see also Lemma 7.2). If y = 0, then x is contained in the chamber Ci.
(Otherwise, x is contained in some chamber C ∈ chF

2 (A) which does not
intersects F1.) Hence ft(x) ∈ Ci ⊂ S◦

i . The map ft determines a deformation
contraction of S◦

i onto Ai. (See Figure 12.)
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7.3 Contractibility of U

We break the proof of the contractibility of U = M(A) \
⋃n

i=1 Si up into n
steps.

7.3.1 Filtration Uk

Definition 7.5. Define U0 = U and

Uk := {z = x +
√
−1y ∈ U | α1(x) ≤ 0, . . . ,αk(x) ≤ 0},

for k = 1, . . . , n.

Obviously
U = U0 ⊃ U1 ⊃ · · · ⊃ Un,

and

Proposition 7.6. Un is star-shaped. In particular, Un is contractible.

Therefore it is enough to construct a deformation retract ρk : Uk → Uk+1 for
k = 0, . . . , n− 1.

7.3.2 The case k = 0

First we construct a deformation retraction ρ0 : U = U0 → U1 = {z =
x +

√
−1y | α1(x) ≤ 0}.

Let z = x +
√
−1y ∈ U0 \ U1. Then, by definition, α1(x) > 0. Recall

that

S1 = {x +
√
−1y | α(x) > 0 and y is either zero or parallel to H1}.

Therefore z /∈ S1 implies that the affine line x + R · y ⊂ R2 is not parallel
to H1, hence intersects H1. Denote by τ(z) ∈ R the unique real number
satisfying x+τ(z)y ∈ H1. Define the family of continuous map ft : U0 → U0

(0 ≤ t ≤ 1) by

ft(z) =

{
(x + t · τ(z)y) +

√
−1y if z ∈ U0 \ U1

x +
√
−1y if z ∈ U1.

Then by Lemma 7.2, ft(z) ∈ U . Hence ρ0 = f1 : U0 → U1 is a deformation
retraction. (Figure 13.)
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Figure 13: ρ0 : U0 → U1.

7.3.3 The case that Hk and Hk+1 are parallel

Here, we assume that Hk and Hk+1 are parallel (1 ≤ k ≤ n− 1).

Definition 7.7. (1) Define the closed subset Dk ⊂ R2 by

Dk = {x ∈ R2 | α1(x) ≤ 0,α2(x) ≤ 0, . . . ,αk(x) ≤ 0, and αk+1(x) ≥ 0}.

(2) Denote the upper roof of Dk by Rk. More precisely, Rk is the closure
of ∂(Dk) \ (Hk ∪Hk+1).

(3) Suppose αk(x) ≤ 0 and αk+1(x) ≥ 0. Then denote the line passing
through x which is parallel to Hk by Lx.
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%Rk

%x

Lx

Figure 14: Dk and its roof Rk.

Remark 7.8. By definitions, if x +
√
−1y ∈ Uk \ Uk+1, then x ∈ Dk.

The set {x ∈ R2 | αk(x) ≤ 0 ≤ αk+1(x)} is a strip with boundaries Hk

and Hk+1. We can define a deformation retract of this strip to Dk by

prk(x) =

{
Rk ∩ Lx if x /∈ Dk,

x if x ∈ Dk.
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Suppose z = x +
√
−1y ∈ Uk \ Uk+1. Since z /∈ Sk, y is neither zero nor

parallel to Hk+1. Hence there exists a unique real number τ(x,y) ∈ R such
that x + τ(x, y) · y ∈ Hk+1.

Define the family of continuous map Ft (0 ≤ t ≤ 1) by

Ft(x +
√
−1y) = prk(x + t · τ(x, y) · y) +

√
−1y (12)

for x +
√
−1y ∈ Uk with x ∈ Dk. (Figure 15.)
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Figure 15: Retraction Ft.

Proposition 7.9. Let us extend the above Ft by

Ft(x +
√
−1y) =

{
Ft(z) (as above) if z ∈ Uk \ Uk+1,

z if z ∈ Uk+1,

Then Ft(z) ∈ Uk for any z ∈ Uk and hence Ft determines a deformation
retract Uk → Uk+1.

Proof. Let z = x +
√
−1y ∈ Uk and Ft(z) = z′ = x′ +

√
−1y. Suppose

that z′ /∈ Uk. If x + t · τ · y ∈ Dk, then Ft(z) = (x + t · τ · y) +
√
−1y.

By Lemma 7.2 Ft(z) ∈M(A), hence contained in Uk. Thus we may assume
that x + t · τ · y /∈ Dk and x′ ∈ Rk. Furthermore, we may assume that
y ∈ Tx′R2 is contained in a line Hj ⊂ Tx′ with x′ ∈ Hj for some 1 ≤ j < k.
Then x + t · τ · y must be contained in the domain {αj > 0}. However,
this contradicts x ∈ {αj ≤ 0} and the fact that y is parallel to Hj. Hence
Ft(z) ∈ Uk.

7.3.4 LQ-curves

The remaining case is the construction of deformation retract Uk → Uk+1

when Hk and Hk+1 are not parallel. The idea is similar to the previous case,
however, it requires more technicality.

An Linear-Quadric curve on R2 is a curve which is linear when x1 ≤ 1
and quadric when x1 ≥ 1. Precise definition is as follows.
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Definition 7.10. An LQ-curve (Linear-Quadric-curve) C on the real plane
R2 is either a vertical line C = {(x1, x2) ∈ R2 | x1 = t} or the graph
{(x, f(x)) | x ∈ R} of a C1-function f(x) such that

f(x1) =

{
ax1 + b for x1 ≤ 1,

cx2
1 + dx1 for x1 ≥ 1,

where t, a, b, c, d ∈ R.

Remark 7.11. (1) Since f(x1) is C1 at x1 = 1, f(x1) should have the
following expression.

f(x1) =

{
ax1 + b for x1 ≤ 1,

−bx2
1 + (a + 2b)x1 for x1 ≥ 1.

(13)

(2) f(x1) and the derivative f ′(x1) for some x1 ∈ R determines the unique
LQ-curve.

Let x ∈ R2 be a point in the positive quadrant and y ∈ TxR2 \ {0} a
nonzero tangent vector. Then there exists a unique C1-map Xx,y : R → R2

such that

• X(0) = x, Ẋ(0) = y,

• {X(t) | t ∈ R} ⊂ R2 is an LQ-curve.

• |Ẋ(t)| = |y|.

Roughly speaking, X(t) is a motion along an LQ-curve with constant velocity.
Xx,y(t) is continuous with respect to x,y and t.

In the remainder of this section, we assume x ∈ (R≥0)2 and x *= 0. Then
0 ≤ arg x ≤ π

2 . We also assume that y /∈ R · x. When x *= 0, we call
y positive (resp. negative) if arg x < arg y < arg x + π (resp. arg x −
π < arg y < arg x). It is easily seen if y is positive (resp. negative), then
arg Xx,y(t) is increasing (resp. decreasing) in t.

Lemma 7.12. Let x and y as above. Then the LQ-curve Xx,y(t) intersects
the positive x1-axis {(x1, 0) | x1 > 0} exactly once.

Proof. If y is vertical, the assertion holds obviously. Assume that y is not
vertical. We use the expression (13). From the assumption that y /∈ R · x,
b *= 0. Suppose b > 0. The quadric equation −bx2 + (a + 2b)x = 0 has the
solution x = a+2b

b (and x = 0). If a+2b
b > 1, then we have a + b = f(1) > 0.

Since f(0) = b > 0, f(t) *= 0 for 0 ≤ t ≤ 1. Hence x = a+2b
b is the unique

solution. a+2b
b = 1 is equivalent to say a + b = 0. Hence x1 = 1 is the unique
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solution of f(x1) = 0. a+2b
b < 1 implies that a+b < 0. Since f(0) > 0 > f(1),

there exists the unique solution f(t) = 0 with 0 ≤ t ≤ 1. The case b < 0 is
similar.

Definition 7.13. Let x and y be as above. Denote by τ = τ(x, y) the
unique real number such that Xx,y(τ) ∈ {(x1, 0) | x1 > 0}. (Figure 16.)

Remark 7.14. τ(x,y) is continuous on {(x,y) | x ∈ (R≥0)2\{0}, y /∈ R·x}.
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Figure 16: LQ-curves Xx,y(t).

7.3.5 The case that Hk and Hk+1 are not parallel

Next we assume that Hk and Hk+1 are not parallel, and constructing a de-
formation retraction ρk : Uk → Uk+1. The idea is similar to the parallel case
(§7.3.3). However we need LQ-curves to construct the retraction.

Here we choose coordinates x1, x2 such that αk = −x1, αk+1 = x2 and
F1 = {x1 + x2 = 1}. Recall Definition 7.7 that Dk ⊂ R2 is defined by

Dk = {x ∈ R2 | α1(x) ≤ 0,α2(x) ≤ 0, . . . ,αk(x) ≤ 0, and αk+1(x) ≥ 0},

and the roof Rk is defined as the closure of ∂(Dk) \ (Hk ∪Hk+1).

Definition 7.15. Suppose x *= 0. Then denote the line passing through x
and the intersection {0} = Hk ∩Hk+1 by Lx.

We can define a deformation retract of (R≥0)2 \ {0} to Dk by

prk(x) =

{
Rk ∩ Lx if x /∈ Dk,

x if x ∈ Dk.

Suppose z = x+
√
−1y ∈ Uk \Uk+1. Since z /∈ Sk, y /∈ R ·x (Proposition

7.3). Hence there exists a unique real number τ = τ(x, y) ∈ R such that
Xx,y(τ) ∈ Hk+1.
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Define the family of continuous map Ft (0 ≤ t ≤ 1) by

Ft(x +
√
−1y) = prk(Xx,y(t · τ(x,y))) +

√
−1Ẋx,y(t · τ(x,y)), (14)

for x +
√
−1y ∈ Uk with x ∈ Dk. (Figure 18.)
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−1Ẋx,y(τ)%

GGH
Figure 18: Ft(z).

The next proposition completes the proof of the main result, which is
proved in a similar way to the proof of Proposition 7.9.

Proposition 7.16. Let us extend the above Ft by

Ft(x +
√
−1y) =

{
Ft(z) (as above) if z ∈ Uk \ Uk+1,

z if z ∈ Uk+1,

Then Ft(z) ∈ Uk for any z ∈ Uk and hence Ft determines a deformation
retract Uk → Uk+1.

30



Acknowledgement. A part of this work was done while the author visited
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