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Abstract. We study the geometry of infinite dimensional moduli spaces coming from
the Yang-Mills gauge theory over infinite connected sum spaces. We develop the tech-
nique of gluing infinitely many instantons, and apply it to the evaluation of the mean
dimension of the moduli spaces.

1. Introduction

Nonlinear analysis on non-compact manifolds is a challenging research field. We study

the infinite energy Yang-Mills gauge theory on certain non-compact 4-manifolds (infinite

connected sums of S4).

Let Γ be a finitely generated infinite group with a finite generating set S. We suppose

that S does not contain the identity element. We consider the infinite connected sum

space (S4)♯(Γ,S) by gluing the copies of S4 “along the Cayley graph of (Γ, S)”. (Its precise

definition will be given in Section 2.) (S4)♯(Γ,S) is a non-compact 4-manifold. Γ natu-

rally acts on (S4)♯(Γ,S). For example, if (Γ, S) = (Z, {1}), then (S4)♯(Γ,S) is conformally

equivalent to S3 × R.

Fix c > 0. We want to study SU(2)-ASD connections A on (S4)♯(Γ,S) satisfying

||FA||L∞ ≤ c. (Here we consider “L∞-norm condition” for simplicity of the explana-

tion. We will consider more general conditions later.) Since the base space (S4)♯(Γ,S) is

non-compact, such ASD connections can have infinite L2-energy, and their moduli space

M can be an infinite dimensional space. The moduli space M admits a natural Γ-action.

The main subject of this paper is the evaluation of the “mean dimension” dim(M : Γ).

Mean dimension is a notion introduced by Gromov [8]. (See also Lindenstrauss-Weiss [10]

and Lindenstrauss [9].) Intuitively, the mean dimension dim(M : Γ) is given by

dim(M : Γ) = dimM/|Γ|.
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(We give the precise definition of mean dimension in Appendix B.) In particular, if M is

a finite dimensional space (in the usual sense), then dim(M : Γ) = 0. Hence the value of

dim(M : Γ) has an information about “infinite dimensional geometry” of M.

We study M by using the technique of “gluing an infinite number of instantons”.

Gluing instantons is a famous technique in the gauge theory. (Taubes [12], Donaldson [3],

etc.) In Tsukamoto [13], we studied the technique of gluing infinitely many instantons.

In the present paper we will develop this gluing technique more thoroughly and apply it

to the evaluation of the mean dimension dim(M : Γ). The main body of the paper is

devoted to the detailed (rather technical) study of this infinite gluing construction.

The application of the gluing technique to the theory of mean dimension is suggested

by Gromov [8, p. 403, 3.6.6] in the context of (pseudo-)holomorphic curves. Gournay

[7] studies the application of the gluing technique of pseudo-holomorphic curves to the

problem of mean dimension.

2. Gauge theory on infinite connected sum of S4

2.1. Main results. Let Γ be a finitely generated infinite group. Let S = {s1, · · · , s|S|} ⊂
Γ be a finite generating set which does not contain the identity element. Here we don’t

suppose that S = S−1. Easy examples are (Γ, S) = (Z, {1}), (Z2, {(1, 0), (0, 1)}).
Let S4 be the 4-sphere and xs and ys (s ∈ S) be 2|S| distinct points in S4. We

will construct an infinite connected sum (S4)♯(Γ,S) by patching the copies of S4 “along the

Cayley graph of (Γ, S)”. The following construction is based on the “conformal connected

sum” described in Donaldson-Kronheimer [5, Section 7.2].

Since the standard metric on S4 is conformally flat, S4 has a Riemannian metric h

satisfying the following:

(i) h is conformally equivalent to the standard metric.

(ii) h is flat in some neighborhood of each xs and ys (s ∈ S).

Of course, h is not uniquely determined by these conditions. The important condition

is the first one. The second condition is just for simplicity. Let λ be a positive (very

small) parameters. For x ∈ S4 and r > 0, we denote B(x, r) (resp. B̄(x, r)) as the open

(resp. closed) ball of radius r centered at x (with respect to the metric h). Set

U := S4 \

(⊔
s∈S

B̄(xs,
√

λ/2) ⊔ B̄(ys,
√

λ/2)

)
.

For each s ∈ S we choose an orientation-reversing linear isometry σs : TxsS
4 → TysS

4.

For each γ ∈ Γ, let (S4
γ , hγ) be the isometric copy of (S4, h). Let xγ,s and yγ,s (s ∈ S) be

the points on S4
γ corresponding to xs and ys on S4. S4

γ has the open set Uγ corresponding

to U in S4. We define the connected sum (S4)♯(Γ,S) by

(S4)♯(Γ,S) :=

(⊔
γ∈Γ

Uγ

)
/ ∼,
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where the identification ∼ is given as follows; We identify the annulus region B(xγ,s, 2
√

λ)\
B̄(xγ,s,

√
λ/2) in S4

γ with B(yγs,s, 2
√

λ) \ B̄(yγs,s,
√

λ/2) in S4
γs by

B(xγ,s, 2
√

λ) \ B̄(xγ,s,
√

λ/2) ∋ ξ ∼ η ∈ B(yγs,s, 2
√

λ) \ B̄(yγs,s,
√

λ/2),

def⇐⇒ η = λσs(ξ)/|ξ|2.
(1)

Here ξ and η are the normal coordinates centered at xγ,s and yγs,s, and we consider σs

as a map from Txγ,sS
4
γ to Tyγs,sS

4
γs by identifying Txγ,sS

4
γ (resp. Tyγs,sS

4
γs) with TxsS

4

(resp. TysS
4). (S4)♯(Γ,S) admits a natural left Γ-action as follows. For δ ∈ Γ we define

δ : Uγ → Uδγ by sending p ∈ Uγ to q ∈ Uδγ corresponding to the same point in S4. This

is compatible with the above identification (1). This action is fixed point free, i.e., every

δ ̸= 1 in Γ has no fixed point.

We choose a Γ-invariant Riemannian metric g on (S4)♯(Γ,S) as follows; Let w be a smooth

function in S4 such that 0 ≤ w ≤ 1 all over S4, w = 1 in the complement of the balls

B(xs,
√

λ) and B(ys,
√

λ) (s ∈ S), and w = 0 on each B̄(xs,
√

λ/2) and B̄(ys,
√

λ/2). Let

wγ (γ ∈ Γ) be the copy of w defined in S4
γ . We set

g :=
∑
γ∈Γ

wγhγ,

where hγ is the Riemannian metric given before. Since the map η = λσs(ξ)/|ξ|2 in (1) is

conformal, g is conformally equivalent to each hγ over Uγ.

We want to study SU(2)-ASD connections over (S4)♯(Γ,S). Let c > 0 be a positive

real number and d ∈ (2, +∞] (d may be +∞). Let E be a principal SU(2)-bundle over

(S4)♯(Γ,S) and A be an ASD connection on E. We want to study such a pair (E,A)

satisfying

(2) ||FA||Ld(Uγ ,g) ≤ c for all γ ∈ Γ,

where the norm denotes the Ld-norm over the region Uγ defined by the metric g. Let

(E, A) and (E ′, A′) be two pairs of a principal SU(2)-bundle over (S4)♯(Γ,S) and an ASD

connection on it. They are called gauge equivalent if there exists a bundle isomorphism

u : E → E ′ satisfying u(A) = A′. We define M(c, d) as the space of the gauge equivalence

classes [E,A] of a principal SU(2)-bundle E over (S4)♯(Γ,S) and an ASD connection A on

E satisfying (2). This space admits a natural right Γ-action: For [E, A] ∈ M(c, d) and

γ ∈ Γ, we set

(3) [E, A].γ := [γ∗E, γ∗A],

where γ∗E and γ∗A are the pull-backs of E and A by the map γ : (S4)♯(Γ,S) → (S4)♯(Γ,S).

Remark 2.1. Since (S4)♯(Γ,S) is a non-compact 4-manifold, all principal SU(2)-bundle

on it is isomorphic to the product bundle (S4)♯(Γ,S) × SU(2). Therefore we can define

M(c, d) as the space of gauge equivalence classes of ASD connections on (S4)♯(Γ,S)×SU(2)

satisfying (2). But the above formulation is more flexible.
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Remark 2.2. An ASD connection A satisfying the condition (2) is a Yang-Mills analogue

of “Brody curve” in the theory of entire holomorphic curves. (cf. Brody [2], Tsukamoto

[14, 15].) A holomorphic curve f : C → CPN is called a Brody curve if it satisfies

|df |(z) ≤ 1 (or |df |(z) ≤ C for some positive constant C) for all z ∈ C.

M(c, d) is equipped with the topology of C∞-convergence on compact subsets. That is,

a sequence {[En, An]}n≥1 ⊂ M(c, d) converges to [E,A] ∈ M(c, d) if for any compact set

K ⊂ (S4)♯(Γ,S) there exist n0(K) > 0 and bundle maps un : En|K → E|K (for n ≥ n0(K))

such that un(An|K) converge to A|K in the C∞-topology. This topology is metrizable.

From d > 2 and Uhlenbeck’s compactness result ([16, Theorem 1.5 (3.6)], [17]), the

moduli space M(c, d) becomes compact. But I think that this compactness is not so

obvious. In some cases (e.g. (Γ, S) = (Z, {1})) it directly follows from [17, Theorem E’].

But the general case needs some clarification. So we will give its proof in Appendix A.

The group action M(c, d)×Γ → M(c, d) defined in (3) is continuous. If Γ is amenable,

then we can define the mean dimension dim(M(c, d) : Γ). (See Gromov [8], Lindenstrauss-

Weiss [10], Lindenstrauss [9] and Appendix B.)

For c > 0 and d > 2 we define MS4(c, d) as the space of the gauge equivalence classes

of SU(2)-ASD connections [A] on S4 satisfying

||FA||Ld(S4,h) ≤ c.

We denote dim MS4(c, d) as the topological (covering) dimension of MS4(c, d). For d ∈
(2, +∞] (d may be +∞), we set

c0(d) := sup{c ≥ 0| dim MS4(c, d) = 0},

= sup{c ≥ 0|MS4(c, d) = {[the product connection]}}.

We have c0(d) > 0, and dim MS4(c, d) > 0 for any c > c0(d). Our main results on the

gauge theory over (S4)♯(Γ,S) are the following. The first result concerns with the upper

bound on the mean dimension:

Theorem 2.3. (i) For any d ∈ (2, +∞] and 0 ≤ c < c0(d) there exists λ0(c, d) > 0 such

that if λ ≤ λ0(c, d) then M(c, d) is equal to the space of the gauge equivalence classes of

flat SU(2)-connections on (S4)♯(Γ,S). Hence if (S4)♯(Γ,S) is simply connected, then M(c, d)

is the one-point space.

(ii) Suppose Γ is amenable. Then for any 0 ≤ c < c < +∞ and d ∈ (2, +∞], there exists

λ1(c, c, d) > 0 such that if λ ≤ λ1(c, c, d) then

dim(M(c, d) : Γ) ≤ 3|S| + dim MS4(c, d).

The next result is the lower bound on the mean dimension.

Theorem 2.4. Suppose Γ is amenable. Let 0 < c < c < +∞ and 2 < d < +∞ (d

must be finite). If dim MS4(c, d) > 0, then there exists λ2(c, c, d) > 0 such that for any
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λ ≤ λ2(c, c, d)

dim(M(c, d) : Γ) ≥ 3|S| + dim MS4(c, d).

Theorem 2.5. Suppose Γ is amenable. For each d ∈ (2, +∞) there exists a countable set

∆(d) ⊂ (c0(d), +∞) satisfying the following: For any c ∈ (c0(d), +∞) \ ∆(d) there exists

λ3(c, d) > 0 such that if λ ≤ λ3(c, d) then we have

dim(M(c, d) : Γ) = 3|S| + dim MS4(c, d).

We will prove Theorem 2.3 and 2.4 in Section 8 and 9. Here we prove Theorem 2.5,

assuming Theorem 2.3 and 2.4.

Proof of Theorem 2.5. Consider the following non-decreasing function

(4) (c0(d), +∞) → Z>0, c 7→ dim MS4(c, d).

Let ∆(d) ⊂ (c0(d), +∞) be the set of points where (4) is not continuous. ∆(d) is a

countable set. For any c ∈ (c0(d), +∞)\∆(d), if we choose c and c (c < c < c) sufficiently

close to c, then we have

dim MS4(c, d) = dim MS4(c, d) = dim MS4(c, d) > 0.

Using Theorem 2.3 and 2.4, we get

dim(M(c, d) : Γ) = 3|S| + dim MS4(c, d),

for λ ≪ 1. ¤

2.2. Outline of the proofs of the main theorems. The proofs of the main theorems

(Theorem 2.3, 2.4) need lengthy technical arguments. So we want to describe the brief

outline of the proofs in this subsection.

For c ≥ 0 and d ∈ (2, +∞], we call θ = (Eγ, Aγ, ργ,s)γ∈Γ,s∈S a (c, d)-gluing data if the

following conditions are satisfied: Each Eγ (γ ∈ Γ) is a principal SU(2)-bundle over S4
γ ,

and Aγ is an ASD connection on Eγ satisfying ||F (Aγ)||Ld(S4
γ ,hγ) ≤ c. ργ,s is an SU(2)-

isomorphism from (Eγ)xγ,s to (Eγs)yγs,s . We can consider a natural equivalence relation

in the set of (c, d)-gluing data. For each (c, d)-gluing data θ, we will construct a principal

SU(2)-bundle E(θ) over (S4)♯(Γ,S) and an ASD connection A(θ) on it by using a “gluing

construction”.

The proof of Theorem 2.3 proceeds as follows; 0 ≤ c < c̄ < +∞ and d ∈ (2, +∞]. For

each [E, A] ∈ M(c, d) we can find a (c̄, d)-gluing data θ satisfying [E, A] = [E(θ),A(θ)]

(λ ≪ 1). (This is the most difficult part of the proof.) If c̄ < c0(d), then we can (easily)

prove that A(θ) is flat. This shows Theorem 2.3 (i). In general, we have

dim(M(c, d) : Γ) ≤ dim(space of (c̄, d)-gluing data : Γ),

and the right-hand-side can be estimated as follows. (The following argument is not

rigorous.) Let θ = (Eγ, Aγ, ργ,s)γ∈Γ,s∈S be a (c̄, d)-gluing data. For each γ ∈ Γ, (Eγ, Aγ)
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has dim MS4(c̄, d) parameters of deformation, and ργ,s has three parameters (for each s ∈
S). Therefore the number of “deformation parameters” of θ is (dim MS4(c̄, d) + 3|S|)|Γ|.
Hence we have

dim(space of (c̄, d)-gluing data : Γ) = dim(space of (c̄, d)-gluing data)/|Γ|,

≈ dim MS4(c̄, d) + 3|S|.
(5)

From this we get Theorem 2.3 (ii).

On the other hand, if 0 < c < c < ∞ and d ∈ (2, +∞) then we can prove that, for

each (c, d)-gluing data θ, [E(θ),A(θ)] belongs to M(c, d). (The proof of this facts needs

d < ∞.) Therefore we have

dim(M(c, d) : Γ) ≥ dim(space of (c, d)-gluing data : Γ).

Using (5), we get Theorem 2.4. The above argument does not explain the meaning of the

condition “dim MS4(c, d) > 0” in the assumption in Theorem 2.4. This condition concerns

with the validity of the equation (5).

3. Infinite gluing construction: preparations

From this section we will develop a theory of “gluing infinitely many instantons” for

general closed 4-manifolds. Let X be a compact, oriented Riemannian 4-manifold with

prescribed 2|S|-points xs and ys (s ∈ S). We suppose that the metric is flat in some

neighborhood of each xs and ys. Fix a real number p with 2 < p < 4 and define q ∈
(4, +∞) by 1 − 4/p = −4/q, i.e., Lp

1 ↪→ Lq. (These p and q are fixed throughout the

paper.)

3.1. Infinite connected sum. First we briefly describe a construction of an infinite

connected sum of X. This is essentially the same as in Section 2. But we need to

introduce one more extra parameter N > 0 for several technical reasons. Let λ and N be

positive parameters. We choose them so that λ ≪ 1, N ≫ 1 and N
√

λ ≪ 1. We set (we

follow the notation of Donaldson-Kronheimer [5, Section 7.2])

X ′ := X \

(⊔
s∈S

B̄(xs,
√

λ/N) ⊔ B̄(ys,
√

λ/N)

)
,

X ′′ := X \

(⊔
s∈S

B̄(xs,
√

λ/2) ⊔ B̄(ys,
√

λ/2)

)
.

X ′′ corresponds to the region U in Section 2. We define annulus regions Ω(xs) and Ω(ys)

in X by Ω(xs) := B(xs, N
√

λ) \ B̄(xs,
√

λ/N) and Ω(ys) := B(ys, N
√

λ) \ B̄(ys,
√

λ/N).

For each s ∈ S we choose an orientation-reversing isometry σs : TxsX → TysX.

Let Xγ (γ ∈ Γ) be the copy of X with the points xγ,s and yγ,s (s ∈ S) corresponding to

xs and ys. Xγ has the open sets X ′
γ, X ′′

γ , Ω(xγ,s), Ω(yγ,s) corresponding to X ′, X ′′, Ω(xs),
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Ω(ys) in X, respectively. We define X♯(Γ,S) by

X♯(Γ,S) :=

(⊔
γ∈Γ

X ′
γ

)
/ ∼,

where we identify Ω(xγ,s) in X ′
γ with Ω(yγs,s) in X ′

γs by

(6) Ω(xγ,s) ∋ ξ ∼ η ∈ Ω(yγs,s)
def⇐⇒ η = λσs(ξ)/|ξ|2.

Here ξ and η are the normal coordinates centered at xγ,s and yγs,s, and we consider σs as

a map from Txγ,sXγ to Tyγs,sXγs as in Section 2. Γ freely acts on X♯(Γ,S); for g ∈ Γ, we

define g : X ′
γ → X ′

gγ by sending p ∈ X ′
γ to q ∈ X ′

gγ corresponding to the same point in

X.

Let gγ (γ ∈ Γ) be the Riemannian metric on Xγ which is the copy of the metric on X.

Let w be a smooth function in X satisfying 0 ≤ w ≤ 1, w = 1 in the complement of the

balls B(xs,
√

λ) and B(ys,
√

λ) (s ∈ S), and w = 0 on each B(xs,
√

λ/2) and B(ys,
√

λ/2).

We define a metric on X♯(Γ,S) by

g :=
∑
γ∈Γ

wγgγ,

where the weight function wγ is the copy of w. We have

X♯(Γ,S) =
∪
γ∈Γ

X ′
γ =

∪
γ∈Γ

X ′′
γ ,

and the Riemannian structure on X♯(Γ,S) is independent of N . Hence the above connected

sum construction is compatible with that in Section 2.

The Riemannian metric g is conformally equivalent to gγ over X ′
γ (g = m2

γgγ) and

satisfies

(7) 1 ≤ mγ ≤ N2 on X ′
γ, 1 ≤ mγ ≤ 23 on X ′′

γ .

Moreover, on each neighborhood of xγ,s and yγ,s,

(8) N5/3 ≤ mγ ≤ N2 (
√

λ/N ≤ |ξ| ≤
√

λ/N5/6),

where ξ is the Euclidean coordinate (in Xγ) around xγ,s or yγ,s.

The important point for the later argument is the following (essentially the same things

are discussed in [5, pp. 293-294]): For a 1-form α and a 2-form ξ on X ′
γ we have

(9) |α|qgdvolg = m4−q
r |α|qgγ

dvolgγ , |ξ|pgdvolg = m4−2p
r |ξ|pgγ

dvolgγ ,

where dvolg denotes the volume form defined by g. Since 2 < p < 4 and q > 4, (7) implies

||α||Lq(X′
γ , g) ≤ ||α||Lq(X′

γ , gγ) ≤ N2−8/q ||α||Lp(X′
γ ,g) , ||α||Lq(X′′

γ , gγ) ≤ 81−4/q ||α||Lq(X′′
γ , g) ,

||ξ||Lp(X′
γ , g) ≤ ||ξ||Lp(X′

γ , gγ) ≤ N4−8/p ||ξ||Lp(X′
γ ,g) , ||ξ||Lp(X′′

γ , gγ) ≤ 82−4/p ||ξ||Lp(X′′
γ , g) .

(10)
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3.2. Gluing principal SU(2)-bundles. Let M be a set of (not necessarily all) gauge

equivalence classes of (E,A), where E is a principal SU(2)-bundle over X and A is an

ASD connection on E. We suppose that M can be decomposed as M = M0⊔M1 (disjoint

union) satisfying the following conditions:

(a) M0 and M1 are compact with respect to the topology of C∞-convergence. (In partic-

ular, the number of the possible topological types of E is finite.)

(b) For all [E, A] ∈ M0, A is a regular connection. That is, the following two conditions

are satisfied: A is irreducible (i.e., if a gauge transformation g : E → E satisfies g(A) = A,

then g = ±1) and the operator d+
A : Ω1(adE) → Ω+(adE) is surjective. Here Ω1 is the

space of 1-forms and Ω+ is the space of self-dual forms. adE is the Lie algebra bundle

associated with E.

(c) If X satisfies b1(X) = b+(X) = 0 (e.g., X = S4, CP 2), then

M1 ⊂ {[X × SU(2), the product connection]}.

Otherwise we set M1 = ∅. Therefore M1 is the one-point space or empty.

Remark 3.1. Let E := X × SU(2) and A be the product connection. If b+(X) = 0,

then d+
A : Ω1(adE) → Ω+(adE) is surjective. But A is not irreducible. All constant gauge

transformations fix A. The condition b+(X) = b1(X) = 0 implies that [A] has no local

deformation as an ASD connection.

In our application to Theorem 2.3, we need to consider the product connection. The

condition (c) is added for this purpose. But if the reader does not want to consider

reducible connections, you should consider only the case M = M0.

Definition 3.2. A sequence (Eγ, Aγ, ργ,s)γ∈Γ,s∈S is called a gluing data (or M -gluing

data) if it satisfies the following:

(i) For all γ ∈ Γ, Eγ is a principal SU(2)-bundle over Xγ and Aγ is an ASD connection

on it which satisfies [Eγ, Aγ] ∈ M . (Here we naturally identify Xγ with X.)

(ii) ργ,s : (Eγ)xγ,s → (Eγs)yγs,s (γ ∈ Γ, s ∈ S) is an SU(2)-isomorphism between the fibers

(Eγ)xγ,s and (Eγs)yγs,s . We call ρ = (ργ,s)γ∈Γ,s∈S “gluing parameter”.

We consider that two gluing data (E1γ, A1γ, ρ1γ,s)γ∈Γ,s∈S and (E2γ, A2γ, ρ2γ,s)γ∈Γ,s∈S are

equivalent if there exist bundle isomorphisms gγ : E1γ → E2γ (γ ∈ Γ) satisfying gγ(A1γ) =

A2γ and gγsρ1γ,s = ρ2γ,sgγ (in particular, E1γ and E2γ are isomorphic). We define GlD as

the set of the equivalence classes of gluing data. (We sometimes use the notation “GlDM”

when we need to make the dependence on M explicit.) There exists a natural projection

GlD → MΓ defined by (Eγ, Aγ, ργ,s)γ∈Γ,s∈S 7→ (Eγ, Aγ)γ∈Γ.

Let θ = (Eγ, Aγ, ργ,s)γ∈Γ,s∈S be a gluing data. For x ∈ Xγ in a small neighborhood of

xγ,s, the fiber of Eγ over the point x can be identified with the fiber over xγ,s by using the

parallel transport (defined by Aγ) along the radial line from xγ,s to x. This trivialization

is usually called “exponential gauge” (or sometimes “radial gauge”); see [6, Chapter 9] or
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[5, Section 2.3.1]. Using these exponential gauges centered at xγ,s or yγ,s, we trivialize the

bundle Eγ over
⊔

s∈S Ω(xγ,s) ⊔ Ω(yγ,s). (Ω(xγ,s) and Ω(yγ,s) are the annulus regions over

Xγ defined in Section 3.1: Ω(xγ,s) = B(xγ,s, N
√

λ) \ B̄(xγ,s,
√

λ/N).)

Each ργ,s is an isomorphism between (Eγ)xγ,s and (Eγs)yγs,s . We have the identification

Ω(xγ,s) ∼= Ω(yγs,s) defined by (6), and the above exponential gauges give the bundle trivi-

alizations Eγ|Ω(xγ,s)
∼= Ω(xγ,s)× (Eγ)xγ,s and Eγs|Ω(yγs,s)

∼= Ω(yγs,s)× (Eγs)yγs,s . Therefore

ργ,s gives an identification map between Eγ|Ω(xγ,s) and Eγs|Ω(yγs,s) covering the base space

identification Ω(xγ,s) ∼= Ω(yγs,s) (see the diagram (11)).

(11)

Eγ|Ω(xγ,s)
exp. gauge−−−−−−→ Ω(xγ,s) × (Eγ)xγ,sy yργ,s

Eγs|Ω(yγs,s)
exp. gauge−−−−−−→ Ω(yγs,s) × (Eγs)yγs,s

We define a principal SU(2) bundle E(θ) over X♯(Γ,S) by setting

E(θ) :=

(⊔
γ∈Γ

Eγ|X′
γ

)
/ ∼,

where we identify Eγ|Ω(xγ,s) with Eγs|Ω(yγs,s) by (11).

3.3. Cut-off functions. We need to introduce several cut-off functions. We basically

follow the description of Donaldson-Kronheimer [5, Section 7.2]. First note that the

following fact. Since M is compact, there exists an uniform upper bound of |FA| for all

[E, A] ∈ M :

(12) |FA| ≤ constM ,

where constM denotes a positive constant depending only on M .

Set b := 4N
√

λ (≪ 1). Let ψ be the cut-off function on X such that ψ = 0 over⊔
s∈S B(xs, b/2) ⊔ B(ys, b/2) and ψ = 1 over the complement of

⊔
s∈S B(xs, b) ⊔ B(ys, b)

and |dψ| ≤ 4/b. Let ψγ be the copy of ψ defined on Xγ.

Let θ = (Eγ, Aγ, ργ,s)γ∈Γ,s∈S be a gluing data. As in Section 3.2, we trivialize the bundle

Eγ around xγ,s and yγ,s by using the exponential gauges. Then we can define a connection

A′
γ on Eγ by setting

(13) A′
γ := ψγAγ.

Here we consider Aγ as a connection matrix over each neighborhood of xγ,s and yγ,s by

using the above trivialization. In the exponential gauge we have |Aγ(x)| ≤ |x| sup |FAγ | ≤
constM |x| (see Donaldson-Kronheimer [5, p. 54]). Therefore we have

(14) |A′
γ − Aγ| ≤ constM · b, |F+(A′

γ)| ≤ constM , |F (A′
γ) − F (Aγ)| ≤ constM ,
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where constM is a positive constant which only depends on M (and is independent of γ,

b, λ, N). Then∣∣∣∣A′
γ − Aγ

∣∣∣∣
L4(Xγ ,gγ)

≤ constM · b2,
∣∣∣∣F+(A′

γ)
∣∣∣∣

Lp(Xγ ,gγ)
≤ constM · b4/p,∣∣∣∣F (A′

γ) − F (Aγ)
∣∣∣∣

Lp(Xγ ,gγ)
≤ constM · b4/p.

(15)

A′
γ and A′

γs (s ∈ S) coincide with each other over X ′
γ ∩X ′

γs under the identification (11).

Hence there exists an unique (not necessarily ASD) connection A′(θ) on E(θ) compatible

with each A′
γ over X ′

γ.

Remark 3.3. If [Eγ, Aγ] ∈ M1 (i.e., Aγ is gauge equivalent to the product connection),

then A′
γ = Aγ. Hence if [Eγ, Aγ] ∈ M1 for all γ ∈ Γ, then A′(θ) is a flat connection on

E(θ) (which might have a non-trivial holonomy).

Later (in Section 5.1) we will need the following {ψ′
γ} also; Let ψ′ be the cut-off function

on X such that ψ′ = 0 over
⊔

s∈S B(xs, b/4)⊔B(ys, b/4) and ψ′ = 1 over the complement

of
⊔

s∈S B(xs, b/2) ⊔ B(ys, b/2) and |dψ′| ≤ 8/b. Let ψ′
γ be the copy of ψ′ defined on Xγ.

The following lemma is essentially the copy of [5, Lemma (7.2.10)]:

Lemma 3.4. There exists a positive number K satisfying the following: For any λ and N

there exists a smooth function β = βλ,N defined in R4 such that β(x) = 0 for |x| ≤
√

λ/N ,

β(x) = 1 for |x| ≥
√

λ/N5/6 and

||dβ||L4 ≤ K(log N)−3/4.

Proof. Note that the L4-norm of a 1-form is conformally invariant. So we can change the

description from the Euclidean R4 to the cylinder S3 × R by the coordinate transform

t = log |x|− log
√

λ.
√

λ/N ≤ |x| ≤
√

λ/N5/6 becomes − log N ≤ t ≤ −(5/6) log N . Then

the proof is easy. ¤

The condition supp(dβ) ⊂ {
√

λ/N ≤ |x| ≤
√

λ/N5/6} will be used in Section 6.1 (cf.

(8)). Using the above Lemma 3.4, we define a cut-off function β on X by putting the

above βλ,N around each xγ and yγ. That is, β is a function with 0 ≤ β ≤ 1 such that β = 0

on
⊔

s∈S B(xs,
√

λ/N)⊔B(ys,
√

λ/N), β = 1 on the complement of
⊔

s∈S B(xs,
√

λ/N5/6)⊔
B(ys,

√
λ/N5/6) and

(16) ||dβ||L4 ≤ K(log N)−3/4.

(Strictly speaking, the above constant K should be (2|S|)1/4K. But for simplicity we use

the abuse of notation.) Let βγ be the copy of β defined on Xγ.

We need to introduce one more cut-off. Let β′ be a smooth function on X such that

0 ≤ β′ ≤ 1, β′ = 0 on
⊔

s∈S B(xs,
√

λ/2) ⊔ B(ys,
√

λ/2), β′ = 1 on the complement of⊔
s∈S B(xs, 2

√
λ) ⊔ B(ys, 2

√
λ) (hence supp β′ ⊂ X ′′). We can choose β′ so that the L4-

norm ||dβ′||L4 is independent of λ (and N). Since N ≫ 1, we have
√

λ/2 ≥
√

λ/N5/6 and
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hence

(17) β · β′ = β′.

Let β′
γ be the copy of β defined on Xγ (βγ ·β′

γ = β′
γ). Moreover we choose β′ so that these

β′
γ becomes a partition of unity on X♯(Γ,S):

(18)
∑
γ∈Γ

β′
γ = 1.

In particular we have β′
γ + β′

γs = 1 over Ω(xγ,s) = Ω(yγs,s).

3.4. Preliminary estimates. In this subsection we prepare several estimates. I think

that they are essentially well-known. Therefore we omit most of the proofs. If some

readers feel this subsection cumbersome, you should skip it and return to this subsection

when it is used.

3.4.1. Right inverse of d+
A. Let [E, A] ∈ M , and set ∆A := (d+

A)(d+
A)∗ : Ω+(adE) →

Ω+(adE), where (d+
A)∗ : Ω+(adE) → Ω1(adE) is the formal adjoint of d+

A. From the

conditions (b) and (c) in the beginning of Section 3.2, there exists the inverse ∆−1
A (see

also Remark 3.1). Set PA := (d+
A)∗ · ∆−1

A : Ω+(adE) → Ω1(adE). PA becomes a right

inverse of d+
A: d+

APA = 1.

Remember that 2 < p < 4, q > 4 and 1−4/p = −4/q. We have the Sobolev embedding:

Lp
1(X) ↪→ Lq(X). Since M is compact, there exists a positive constant constM depending

only on M (and independent of A) such that

(19) ||PAξ||Lq ≤ constM ||ξ||Lp , ||dAPA(ξ)||Lp ≤ constM ||ξ||Lp .

for any [E, A] ∈ M and any ξ ∈ Ω+(adE).

3.4.2. The cohomology H1
A. Let [E, A] ∈ M and set

H1
A := ker(d∗

A + d+
A : Ω1(adE) → (Ω0 ⊕ Ω+)(adE)).

(If [E, A] ∈ M1, then H1
A = 0.) There exists δM > 0 such that for any α ∈ H1

A with

||α||Lq ≤ δM we have α̃ = α̃(A,α) ∈ Ω1(adE) satisfying the following:

d∗
Aα̃ = 0, F+(A + α̃) = 0,

||α̃ − α||Lq ≤ constM ||α||2Lq .

(We have α̃(A, 0) = 0.) Moreover

(20) ||α||Lq ≤ constM · dLq([A], [A + α̃]).

Here, for connections A1 and A2 on E, we define Lq-distance dLq([A1], [A2]) by

dLq([A1], [A2]) := inf
g:E→E

||A2 − g(A1)||Lq(X) .
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Lemma 3.5. There is δ′M > 0 such that if an ASD connection B on E with [E, B] ∈ M

satisfies dLq([A], [B]) ≤ δ′M then there exists α ∈ H1
A with ||α||Lq ≤ δM satisfying [B] =

[A + α̃].

Lemma 3.6. If we choose δM sufficiently small, then for any ξ ∈ Ω+(adE) and α ∈ H1
A

with ||α||Lq ≤ δM ,

||PA(ξ) − PA+α̃(ξ)||Lq ≤ constM ||α||Lq ||ξ||Lp .

3.4.3. Auxiliary estimates. For ε > 0 let Xε ⊂ X be the complement of the union of the

balls B̄(xs, ε) and B̄(ys, ε) (s ∈ S):

Xε := X \

(∪
s∈S

B̄(xs, ε) ∪ B̄(ys, ε)

)
.

Lemma 3.7. There is εM > 0 such that if ε ≤ εM then for any two [Ei, Ai] ∈ M (i = 1, 2)

we have the following:

(1) If E1 is isomorphic to E2, then

dLq([A1], [A2]) ≤ constM · dLq([A1|Xε ], [A2|Xε ]),

where dLq([A1|Xε ], [A2|Xε ]) is given by

dLq([A1|Xε ], [A2|Xε ]) := inf
g:E1|Xε→E2|Xε

||A2 − g(A1)||Lq(Xε)
.

(2) If E1 is not isomorphic to E2, then

dLq([A1|Xε ], [A2|Xε ]) ≥ constM > 0.

For [E, A] ∈ M we denote IA as the set of gauge transformations g : E → E satisfying

g(A) = A. If [E, A] ∈ M0, then IA = {±1}, and if [E, A] ∈ M1, then IA
∼= SU(2) (the set

of constant gauge transformations).

Lemma 3.8. There is ε′M > 0 such that if ε ≤ ε′M then we have the following: Let

[E, A] ∈ M and g : E|Xε → E|Xε be a bundle map over Xε. Then

min
h∈IA

||g − h||C0(Xε)
≤ constM ||dAg||Lq(Xε)

.

3.4.4. Estimates about the exponential gauge. Let D ⊂ R4 be a ball centered at the origin

in the Euclidean space R4, and E = D × SU(2) be a principal SU(2) bundle over D

with smooth (not necessarily ASD) connections A1 and A2. Let ui : E → D × E0

(i = 1, 2) be the exponential gauges associated with Ai centered at the origin. (E0 is the

fiber of E at the origin.) We have ∂ui/∂r = uiAi,r (r = |x|) and hence ∂(u1u
−1
2 )/∂r =

u1(A1,r − A2,r)u
−1
2 . Therefore

(21) |u1(x) − u2(x)| ≤ |x| · ||A1 − A2||C0(B) .

Let Bi := ui(Ai) be the connection matrices in the exponential gauge (i = 1, 2).
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Lemma 3.9.

|B1 − B2| ≤ r ||F (A1) − F (A2)||C0 +
r2

2
||A1 − A2||C0 (||F (A1)||C0 + ||F (A2)||C0).

Proof. We have

Bi,θ =

∫ r

0

F (Bi)rθdr =

∫ r

0

uiF (Ai)rθu
−1
i dr,

where r, θ denote the polar coordinate. (Of course, θ has three components.) Hence

B1,θ − B2,θ =∫ r

0

{(u1 − u2)F (A1)rθu
−1
1 + u2(F (A1)rθ − F (A2)rθ)u

−1
1 + u2F (A2)rθ(u

−1
1 − u−1

2 )}dr.

Then

|B1 − B2| ≤
∫ r

0

|u1 − u2|(|F (A1)| + |F (A2)|) + |F (A1) − F (A2)|dr,

≤ r2

2
||A1 − A2||C0 (||F (A1)||C0 + ||F (A2)||C0) + r ||F (A1) − F (A2)||C0 .

¤

Let A = A(t) be a family of connections on E depending smoothly on the parameter

t ∈ (−1, 1). Let u = u(t) : E → D × E0 be the exponential gauge of A about the origin,

and set B = B(t) = u(A). Suppose that there exists a family of sections w = w(t) of

adE such that u(t) = u(0)ew(t) and w(0) ≡ 0. Let ψ and ϕ be smooth functions on D

satisfying 0 ≤ ϕ, ψ ≤ 1. Set A1 = A1(t) := u−1(ψB) (we consider B as a connection

matrix), and A2 = A2(t) := eϕw(A1(t)).

Lemma 3.10.∣∣∣∣∂A2

∂t

∣∣∣∣
t=0

∣∣∣∣ ≤ (1 + r|dϕ| + 3r2 ||F (A(0))||C0)

∣∣∣∣∣∣∣∣∂A

∂t

∣∣∣∣
t=0

∣∣∣∣∣∣∣∣
C0

+ r

∣∣∣∣∣∣∣∣dA

(
∂A

∂t

) ∣∣∣∣
t=0

∣∣∣∣∣∣∣∣
C0

.

Proof. We can assume that A(0) is already a connection matrix in the exponential gauge.

Then u(0) ≡ 1, u(t) = ew(t) and B(0) ≡ A(0). Let (r, θ) be the polar coordinate. Set

Ar = Ar(t) := ⟨A(t), ∂/∂r⟩. We have Ar(0) ≡ 0 and ∂u/∂r = uAr. Hence

∂

∂r

(
∂u

∂t

) ∣∣∣∣
t=0

= u
∂Ar

∂t

∣∣∣∣
t=0

.

Since u = 1 at the origin for all t, we have ∂u/∂t = 0 at the origin. Hence

(22)

∣∣∣∣∂u

∂t

∣∣∣∣
t=0

∣∣∣∣ ≤ r

∣∣∣∣∣∣∣∣∂A

∂t

∣∣∣∣
t=0

∣∣∣∣∣∣∣∣
C0

.

We have

Bθ =

∫ r

0

F (B)rθdr =

∫ r

0

uF (A)rθu
−1dr.
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Differentiating this equation and using the above (22), we get

(23)

∣∣∣∣∂B

∂t

∣∣∣∣
t=0

∣∣∣∣ ≤ r2 ||F (A(0))||C0

∣∣∣∣∣∣∣∣∂A

∂t

∣∣∣∣
t=0

∣∣∣∣∣∣∣∣
C0

+ r

∣∣∣∣∣∣∣∣dA

(
∂A

∂t

) ∣∣∣∣
t=0

∣∣∣∣∣∣∣∣
C0

.

We have dAu = (A − B)u. Differentiating this (and using u(0) ≡ 1), we get

dA

(
∂u

∂t

) ∣∣∣∣
t=0

=

(
∂A

∂t
− ∂B

∂t

) ∣∣∣∣
t=0

.

We have A1 = u−1(ψB) = u−1du + ψu−1Bu and A(0) = B(0). Then

∂A1

∂t

∣∣∣∣
t=0

= dA

(
∂u

∂t

) ∣∣∣∣
t=0

+ (ψ − 1)[A, ∂u/∂t]|t=0 + ψ
∂B

∂t

∣∣∣∣
t=0

,

=
∂A

∂t

∣∣∣∣
t=0

+ (ψ − 1)
∂B

∂t

∣∣∣∣
t=0

+ (ψ − 1)[A, ∂u/∂t]|t=0.

We have w(0) ≡ 0, ∂w/∂t|t=0 = ∂u/∂t|t=0 and A1(0) = ψB(0) = ψA(0). Some calculation

shows

∂A2

∂t

∣∣∣∣
t=0

= − dϕ ⊗ ∂u

∂t

∣∣∣∣
t=0

+ (1 − ϕ)
∂A

∂t

∣∣∣∣
t=0

+ (ψ + ϕ − 1)
∂B

∂t

∣∣∣∣
t=0

+ (ψ − 1)(1 − ϕ)[A, ∂u/∂t]|t=0.

We have |A(0)| ≤ r ||F (A(0))||C0 . Therefore∣∣∣∣∂A2

∂t

∣∣∣∣
t=0

∣∣∣∣ ≤ (1 + r|dϕ| + 3r2 ||F (A(0))||C0)

∣∣∣∣∣∣∣∣∂A

∂t

∣∣∣∣
t=0

∣∣∣∣∣∣∣∣
C0

+ r

∣∣∣∣∣∣∣∣dA

(
∂A

∂t

) ∣∣∣∣
t=0

∣∣∣∣∣∣∣∣
C0

.

¤

Moreover suppose that A = A(t) is a family of ASD connections. We have F+(A1) =

u−1F+(ψB)u and F+(ψB) = (dψ ∧B)+ + ψ(ψ − 1)(B ∧B)+. Using the inequalities (22)

and (23), we get (at t = 0)∣∣∣∣ ∂

∂t
F+(A1)

∣∣∣∣ ≤ 2r|F+(ψB)|
∣∣∣∣∣∣∣∣∂A

∂t

∣∣∣∣∣∣∣∣
C0

+

∣∣∣∣ ∂

∂t
F+(ψB)

∣∣∣∣ ,

|F+(ψB)| ≤ (r|dψ| + r2 ||FA||C0) ||FA||C0 ,∣∣∣∣ ∂

∂t
F+(ψB)

∣∣∣∣ ≤ (r|dψ| + 2
√

2r2 ||FA||C0)

(
r ||FA||C0

∣∣∣∣∣∣∣∣∂A

∂t

∣∣∣∣∣∣∣∣
C0

+

∣∣∣∣∣∣∣∣dA

(
∂A

∂t

)∣∣∣∣∣∣∣∣
C0

)
.

(24)

4. Infinite gluing: basic construction

In the following three sections we will develop the technique of gluing an infinite number

of ASD connections. Our approach is based on the method of Donaldson-Kronheimer [5,

Section 7.2]. We also use the ideas of Angenent [1] and Macr̀ı-Nolasco-Ricciardi [11] in the

construction of the right inverse of d+
A′ . A different approach using “alternating method”

in Donaldson [4] is developed in Tsukamoto [13]. Recall that 2 < p < 4, q > 4 and

1 − 4/p = −4/q.
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4.1. Construction. Let θ = (Eγ, Aγ, ργ,s)γ∈Γ,s∈S be a gluing data. That is, Eγ (γ ∈ Γ)

is a principal SU(2) bundle over Xγ, and Aγ is an ASD connection on Eγ satisfying

[Eγ, Aγ] ∈ M . ρ := (ργ,s)γ∈Γ,s∈S is a gluing parameter. We have constructed the principal

SU(2) bundle E = E(θ) on X♯(Γ,S). We want to construct an ASD connection on E by

gluing the given ASD connections Aγ.

Let α and ξ be adE-valued 1-form and self-dual 2-form on X♯(Γ,S) respectively. We

define BLq-norm (bounded Lq-norm) of α and BLp-norm of ξ by

(25) ||α||BLq := sup
γ∈Γ

||α||Lq(X′′
γ , g) , ||ξ||BLp := sup

γ∈Γ
||ξ||Lp(X′′

γ , g) .

Let BLq be the Banach space of all locally-Lq, adE-valued 1-forms whose BLq-norms are

finite, and BLp be the Banach space of all locally-Lp, adE-valued self-dual 2-forms whose

BLp-norms are finite. This type of function space is used in Macŕı-Nolasco-Ricciardi [11]

for the study of self-dual vortices. It is also used in Gournay [7] for the study of gluing

infinitely many pseudo-holomorphic curves. For ξ ∈ BLp we define an adE-valued 1-form

Q(ξ) = Qθ(ξ) by

(26) Q(ξ) :=
∑
γ∈Γ

βγPAγ (β
′
γξ),

where PAγ is the right inverse of d+
Aγ

defined in Section 3.4.1. The above infinite sum is a

locally finite sum, and Q(ξ) becomes locally-Lp
1. Using (19) and (10), we have (note that

suppβ′
γ ⊂ X ′′

γ )∣∣∣∣PAγ (β
′
γξ)

∣∣∣∣
Lq(X′

γ , g)
≤

∣∣∣∣PAγ (β
′
γξ)

∣∣∣∣
Lq(X′

γ , gγ)
≤ constM

∣∣∣∣β′
γξ

∣∣∣∣
Lp(Xγ , gγ)

,

≤ constM ||ξ||Lp(X′′
γ , gγ) ≤ const′M ||ξ||Lp(X′′

γ , g) .
(27)

Therefore

(28) ||Q(ξ)||BLq ≤ constM · ||ξ||BLp .

Let A′ = A′(θ) be the connection on X♯(Γ,S) defined in Section 3.3. We have

d+
A′Q(ξ) =

∑
γ∈Γ

d+
A′

γ
(βγPAγ (β

′
γξ)).

Since d+
Aγ

PAγ = 1 and β′
γβγ = β′

γ (see (17)),

d+
A′

γ
(βγPAγ (β

′
γξ)) = (dβγ ∧ PAγ (β

′
γξ))

+ + βγd
+
A′

γ
PAγ (β

′
γξ),

= β′
γξ + (dβγ ∧ PAγ (β

′
γξ))

+ + βγ [(A
′
γ − Aγ) ∧ PAγ (β

′
γξ)]

+.

{β′
γ} is a partition of unity (see (18)). So

(29) d+
A′Q(ξ) = ξ +

∑
γ∈Γ

(dβγ ∧ PAγ (β
′
γξ))

+ +
∑
γ∈Γ

βγ[(A
′
γ − Aγ) ∧ PAγ (β

′
γξ)]

+
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From Hölder’s inequality (L4 × Lq → Lp) and (27)∣∣∣∣(dβγ ∧ PAγ (β
′
γξ))

+
∣∣∣∣

Lp(X′
γ , g)

+
∣∣∣∣[(A′

γ − Aγ) ∧ PAγ (β
′
γξ)]

+
∣∣∣∣

Lp(X′
γ , g)

≤ constM · (||dβγ||L4(Xγ , g) +
∣∣∣∣Aγ − A′

γ

∣∣∣∣
L4(Xγ , g)

) ||ξ||Lp(X′′
γ , g) .

Note that the L4-norm of a 1-form is conformally invariant. So ||dβγ||L4(Xγ , g) and
∣∣∣∣Aγ − A′

γ

∣∣∣∣
L4(Xγ , g)

are equal to ||dβγ||L4(Xγ , gγ) and
∣∣∣∣Aγ − A′

γ

∣∣∣∣
L4(Xγ , gγ)

, and these are very small (see (15) and

(16)) for N ≫ 1 and b = 4N
√

λ ≪ 1. Then we get∣∣∣∣d+
A′Q(ξ) − ξ

∣∣∣∣
BLp ≤ constM((log N)−3/4 + b2) ||ξ||BLp .

Thus

Lemma 4.1. Set R := Rθ := d+
A′Q − 1 : BLp → BLp. For any ξ ∈ BLp

||R(ξ)||BLp ≤ constM((log N)−3/4 + b2) ||ξ||BLp .

Hence there exist positive constants N0 = N0(M) and b0 = b0(M) such that if N ≥ N0 and

b = 4N
√

λ ≤ b0 then ||R|| ≤ 1/2 and there exists (1 + R)−1 =
∑

n≥0(−R)n : BLp → BLp.

P := Pθ := Q(1 + R)−1 gives a right inverse of d+
A′:

d+
A′P (ξ) = ξ,

for any ξ ∈ BLp. From (28), for any ξ ∈ BLp

(30) ||P (ξ)||BLq ≤ constM · ||ξ||BLp .

We want to find an ASD connection of the form A′ + P (ξ) (ξ ∈ BLp). Since P is a

right inverse of d+
A′ , this is equivalent to solving the following equation for ξ ∈ BLp:

(31) ξ + (P (ξ) ∧ P (ξ))+ = −F+(A′).

From (7) we have vol(X ′′
γ , g) ≤ 84vol(X ′′

γ , gγ) ≤ 84vol(X). From this and q > 4, we have

sup
γ∈Γ

||P (ξ)||L4(X′′
γ ,g) ≤ const · ||P (ξ)||BLq ,

where this “const” is a positive constant depending only on vol(X). Then, using Hölder’s

inequality (L4 × Lq → Lp) and (27), we get∣∣∣∣(P (ξ1) ∧ P (ξ1))
+ − (P (ξ2) ∧ P (ξ2))

+
∣∣∣∣

BLp ≤ constM(||ξ1||BLp + ||ξ2||BLp) ||ξ1 − ξ2||BLp .

Then we use the following lemma (this is [5, p. 289, Lemma (7.2.23)])

Lemma 4.2. Let B be a Banach space and k be a positive constant. Let S : B → B be a

(not necessarily linear) map satisfying S(0) = 0 and ||S(x) − S(y)|| ≤ k(||x||+ ||y||) ||x − y||.
Then for any y ∈ B with ||y|| ≤ 1/(10k) there uniquely exists x ∈ B with ||x|| ≤ 1/(5k)

satisfying

x + S(x) = y.

Moreover x satisfies ||x|| ≤ ||y|| + 2k ||y||2.
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Proof. Set T (x) := y − S(x). It is easy to check that for ||x|| ≤ 1/(5k) we have ||T (x)|| ≤
1/(5k) and for ||xi|| ≤ 1/(5k) (i = 1, 2) we have ||T (x1) − T (x2)|| ≤ (2/5) ||x1 − x2||. Then

the contraction mapping principle implies that there uniquely exists x with ||x|| ≤ 1/(5k)

satisfying T (x) = x. If x + S(x) = y and ||x|| ≤ 1/(5k), then ||x|| ≤ ||y|| + k ||x||2 ≤
||y|| + (1/5) ||x||. Hence ||x|| ≤ (5/4) ||y||. Therefore

||x − y|| ≤ k ||x||2 ≤ (25k/16) ||y||2 ≤ 2k ||y||2 .

¤

From (15) we have ∣∣∣∣F+(A′)
∣∣∣∣

BLp ≤ constM · b4/p.

Hence we can solve the equation (31) if b ≪ 1.

Proposition 4.3. There are positive constants N0 = N0(M), b0 = b0(M) 1, C1 = C1(M)

such that if N ≥ N0 and b = 4N
√

λ ≤ b0 then there exists ξ = ξ(θ) ∈ BLp with

||ξ||BLp ≤ C1 satisfying

F+(A′ + P (ξ)) = 0 and ||ξ||BLp ≤ constM · b4/p.

Moreover this ξ is unique, i.e., if η ∈ BLp with ||η||BLp ≤ C1 satisfies F+(A′ + P (η)) = 0

then η = ξ. From (30),

||P (ξ)||BLq ≤ constM · b4/p.

We will denote A(θ) := A′ + P (ξ).

Remark 4.4. We assume 2 < p < 4. But the above construction argument is still true

for p = 2. In particular, we have

||ξ||BL2 := sup
γ∈Γ

||ξ||L2(X′′
γ ,g) ≤ constM · b2,

||P (ξ)||BL4 := sup
γ∈Γ

||P (ξ)||L4(X′′
γ ,g) ≤ constM · b2.

Remark 4.5. If [Eγ, Aγ] ∈ M1 for all γ ∈ Γ, then A′(θ) is a flat connection (cf. Remark

3.3). In particular, F+(A′(θ)) = 0. Hence we have ξ(θ) = 0 and A(θ) = A′(θ).

4.2. Estimate on the curvature. We want to estimate the curvature of A = A(θ).

From (15),

(32) ||F (A′)||BLp ≤ sup
γ∈Γ

||F (Aγ)||Lp(Xγ ,gγ) + constM · b4/p.

For any ξ ∈ BLp we have

dA′Q(ξ) =
∑

γ

dβγ ∧ PAγ (β
′
γξ) + βγdAγPAγ (β

′
γξ) + βγ[(A

′
γ − Aγ) ∧ PAγ (β

′
γξ)].

1This is an abuse of notation; these N0 and b0 are not necessarily equal to the constants in Lemma
4.1.
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We can estimate this as in the previous subsection by using (19) and get:

||dA′Q(ξ)||BLp ≤ constM ||ξ||BLp .

Since P = Q(1 + R)−1, we have

||dA′P (ξ)||BLp ≤ constM

∣∣∣∣(1 + R)−1ξ
∣∣∣∣

BLp ≤ const′M ||ξ|| .

We have A = A′ + P (ξ) and F (A) = F (A′) + dA′P (ξ) + P (ξ) ∧ P (ξ). Using ||ξ||BLp ≤
constMb4/p, we get

||F (A)||BLp ≤ ||F (A′)||BLp + ||dA′P (ξ)||BLp + const ||P (ξ)||2BLq ≤ ||F (A′)||BLp + constMb4/p.

Using (32) we get the conclusion:

Proposition 4.6. The ASD connection A(θ) satisfies

||F (A(θ))||BLp ≤ sup
γ∈Γ

||F (Aγ)||Lp(Xγ ,gγ) + constM · b4/p.

5. Infinite gluing: injectivity problem

Section 5 and Section 6 are technical. Some readers should skip these sections and go to

Section 7, and return to them when the results in these sections are used. The main result

in Section 5 is Proposition 5.5, and the main result in Section 6 is Theorem 6.11. They

will be used later. Some arguments in Section 5.1, 6.2 and 6.3 (in particular, Corollary

6.8 and Lemma 6.10) will be also used later.

5.1. Variation. For each γ ∈ Γ, let θ := (Eγ, Aγ, ργ,s)γ∈Γ,s∈S be a gluing data. Let

αγ ∈ H1
Aγ

with ||αγ||Lq ≤ δM (see Section 3.4.2), and Ãγ := Aγ +α̃γ be the ASD connection

on Eγ given in Section 3.4.2. Set α := (αγ)γ∈Γ. Let vγ,s ∈ (adEγ)xγ,s (γ ∈ Γ, s ∈ S) with

|vγ,s| ≤ Diam(SU(2)). Set ρ′
γ,s := ργ,se

vγ,s and v := (vγ,s)γ∈Γ,s∈S. We define

||α|| := sup
γ∈Γ

||αγ||Lq(Xγ ,gγ) , ||v|| := sup
γ∈Γ,s∈S

|vγ,s|.

Suppose [Eγ, Ãγ] ∈ M and set θ̃ := (Eγ, Ãγ, ρ
′
γ,s)γ∈Γ,s∈S. We want to compare Ã := A(θ̃)

with A := A(θ). First we will construct a gauge transformation h from Ẽ = E(θ̃) to

E = E(θ).

Let uγ : Eγ|B(xγ,s,b) → B(xγ,s, b) × (Eγ)xγ,s and uγ : Eγ|B(yγ,s,b) → B(yγ,s, b) × (Eγ)yγ,s

be the exponential gauge of Aγ around xγ,s and yγ,s (γ ∈ Γ, s ∈ S). We also denote ũγ

as the exponential gauge of Ãγ around xγ,s and yγ,s (γ ∈ Γ, s ∈ S). From (21) we have

|uγ − ũγ| ≤ constM · b ||α|| ≪ 1. Hence there uniquely exists a section wγ of adEγ with

|wγ| ≤ const′M · b ||α|| ≪ 1 over
⊔

s∈S B(xγ,s, b) ⊔ B(yγ,s, b) satisfying ũγ = uγe
wγ . We

define a section v̂γ of adEγ over
⊔

s∈S B(xγ,s, b) ⊔ B(yγ,s, b) by setting

(33) v̂γ :=

u−1
γ ◦ vγ,s ◦ uγ on B(xγ,s, b) (s ∈ S),

−u−1
γ ◦ (ργs−1,s ◦ vγs−1,s ◦ ρ−1

γs−1,s) ◦ uγ on B(yγ,s, b) (s ∈ S).
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We define the gauge transformation hγ : Eγ → Eγ by

(34) hγ :=

e(1−β′
γ)v̂γe(1−ψ′

γ)wγ on B(xγ,s, b) and B(yγ,s, b) (s ∈ S),

1 otherwise,

where β′
γ and ψ′

γ are the cut-off functions introduced in Section 3.3. (ψ′
γ satisfies |dψ′

γ| ≤
8/b, ψ′

γ = 0 over
⊔

s∈S B(xs, b/4) ⊔ B(ys, b/4) and ψ′
γ = 1 over the complement of⊔

s∈S B(xs, b/2) ⊔ B(ys, b/2).) Since β′
γ + β′

γs = 1 and ψ′
γ = 0 over Ω(xγ,s) = Ω(yγs,s)

(remember: Ω(xγ,s) = B(xγ,s, N
√

λ) \ B̄(xγ,s,
√

λ/N)), the diagram (35) becomes com-

mutative.

(35)

Eγ|Ω(xγ,s)
hγ−−−→ Eγ|Ω(xγ,s)

ũ−1
γs ◦ρ′γ,s◦ũγ

y yu−1
γs ◦ργ,s◦uγ

Eγs|Ω(yγs,s)
hγs−−−→ Eγs|Ω(yγs,s)

Therefore {hγ} compatibly define the gauge transformation h = hv,¸ : Ẽ → E.

Set P := Pθ and Pv,¸ := h ◦ Pθ̃ ◦ h−1 : BLp → BLq. We set Ã′ := A′(θ̃) (see Section

3.3) and

(36) A′
v,¸ := h(Ã′) (this is a connection on E).

Lemma 5.1. For any ξ ∈ BLp,

||Pv,¸(ξ) − P (ξ)||BLq ≤ constM(||α|| + ||v||) ||ξ||BLp .

Proof. The proof is just a confirmation of the definitions. We have

Pv,¸ = Qv,¸(d+
A′

v,¸
Qv,¸)−1,

where

Qv,¸(ξ) =
∑
γ∈Γ

hγ · βγPÃγ
(β′

γh
−1
γ ξ),

=
∑
γ∈Γ

(
(hγ − 1)βγPÃγ

(β′
γh

−1
γ (ξ)) + βγPÃγ

(β′
γ(h

−1
γ − 1)ξ) + βγPÃγ

(β′
γξ)

)
.

(37)

By using the definition (34) and Lemma 3.6, we get

||Qv,¸(ξ) − Q(ξ)||BLq ≤ constM(||α|| + ||v||) ||ξ||BLp .

In a similar way (cf. (29)),∣∣∣∣∣∣(d+
A′

v,¸
Qv,¸)−1(ξ) − (d+

A′Q)−1(ξ)
∣∣∣∣∣∣

BLp
≤ constM(||α|| + ||v||) ||ξ||BLp .

Then we get the above conclusion. ¤

Set ξv,¸ := h(ξ(θ̃)) ∈ BLp(Ω+(adE)). We have ||ξv,¸||BLp ≤ constM · b4/p (see Proposi-

tion 4.3).
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Lemma 5.2.

||ξv,¸ − ξ||BLp ≤ constM · b4/p · (||α|| + b2 ||v||).

Proof. We have (see (31) and Proposition 4.3)

ξv,¸ + (Pv,¸(ξv,¸) ∧ Pv,¸(ξv,¸))+ = −F+(A′
v,¸), ξ + (P (ξ) ∧ P (ξ))+ = −F+(A′).

By using (21), Lemma 3.9 and hγ = 1 in the support of F+(Ã′
γ) (cf. Section 3.3), we have∣∣∣∣F+(A′

v,¸) − F+(A′)
∣∣∣∣

BLp ≤ constM · b4/p ||α|| .

From Proposition 4.3, Remark 4.4, Lemma 5.1 and Hölder’s inequality BL4×BLq → BLp,∣∣∣∣(Pv,¸(ξv,¸) ∧ Pv,¸(ξv,¸))+ − (P (ξ) ∧ P (ξ))+
∣∣∣∣

BLp ,

≤ constM · b2 ||ξv,¸ − ξ||BLp + constM · b2+4/p(||α|| + ||v||).

Hence

||ξv,¸ − ξ||BLp ≤ constM · b2 ||ξv,¸ − ξ||BLp + constM · b4/p(||α|| + b2 ||v||)

Since b ≪ 1, we get the desired estimate. ¤

Corollary 5.3.

||Pv,¸(ξv,¸) − P (ξ)||BLq ≤ constM · b4/p(||α|| + ||v||).

Set aγ := P (ξ)|X′′
γ
∈ Ω1

X′′
γ
(adEγ) and ãγ := Pθ̃(ξθ̃)|X′′

γ
= h−1

γ (Pv,¸(ξv,¸))|X′′
γ
∈ Ω1

X′′
γ
(adEγ)

for each γ ∈ Γ. We have A|X′′
γ

= A′
γ + aγ and Ã|X′′

γ
= Ã′

γ + ãγ.

Lemma 5.4.

sup
γ∈Γ

||aγ − ãγ||Lq(X′′
γ ,gγ) ≤ constM · b4/p(||α|| + ||v||).

Proof.

ãγ − aγ = (h−1
γ − 1)Pv,¸(ξv,¸)hγ + Pv,¸(ξv,¸)(hγ − 1) + (Pv,¸(ξv,¸) − P (ξ)).

From Proposition 4.3 and Corollary 5.3, we get the above estimate. ¤

5.2. Injectivity problem. The purpose of this subsection is to prove the following.

Proposition 5.5. There exists N0 = N0(M) and b0 = b0(M) such that if N ≥ N0

and b = 4N
√

λ ≤ b0 then the following holds: Let θ = (Eγ, Aγ, ργ,s)γ∈Γ,s∈S and θ′ =

(Fγ, Bγ, ρ
′
γ,s)γ∈Γ,s∈S be two gluing data. Then A(θ) is gauge equivalent to A(θ′) if and

only if [θ] = [θ′] in GlD.

Proof. The “if” part is a direct consequence of the definitions. So we will give the proof

of the “only if” part. We set A1 := A(θ) and A2 := A(θ′). Suppose there is a gauge
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transformation g : E(θ) → E(θ′) satisfying g(A1) = A2. We define Xγ,b (γ ∈ Γ) as the

complement of the b-balls B̄(xγ,s, b) and B̄(yγ,s, b) in Xγ:

Xγ,b := Xγ \

(∪
s∈S

B̄(xγ,s, b) ∪ B̄(yγ,s, b)

)
.

By the definitions of the cut-off functions in Section 3.3, we have A′
γ = Aγ and B′

γ = Bγ

over Xγ,b. From Proposition 4.3, we have

||Aγ − A1||Lq(Xγ,b,gγ) , ||Bγ − A2||Lq(Xγ,b,gγ) ≤ constM · b4/p.

Since A1 is gauge equivalent to A2,

dLq([Aγ|Xγ,b
], [Bγ|Xγ,b

]) ≤ constM · b4/p ≪ 1.

From Lemma 3.7 (2), this implies (for b ≪ 1) Eγ
∼= Fγ for all γ ∈ Γ. Moreover, from

Lemma 3.7 (1), Lemma 3.5 and the inequality (20), there exists αγ ∈ H1
Aγ

with ||αγ||Lq ≤
constM · b4/p for each γ ∈ Γ such that Bγ is gauge equivalent to Ãγ := Aγ + α̃γ. We can

suppose Bγ = Ãγ without loss of generality.

ργ,s and ρ′
γ,s are SU(2)-isomorphisms between (Eγ)xγ,s and (Eγs)yγs,s (γ ∈ Γ, s ∈ S).

Take vγ,s ∈ (adE)xγ,s such that ρ′
γ,s = ργ,se

vγ,s and |vγ,s| = d(ργ,s, ρ
′
γ,s) (≤ Diam(SU(2))).

Set α := (αγ)γ∈Γ and v := (vγ,s)γ∈Γ,s∈S as in Section 5.1. From the assumption, there are

gauge transformations gγ of Eγ over X ′′
γ such that

(38) gγ(A
′
γ + aγ) = Ã′

γ + ãγ over X ′′
γ ,

where aγ and ãγ are the element of Ω1
X′′

γ
(adEγ) satisfying A(θ) = A′

γ+aγ and A(θ′) = Ã′
γ+

ãγ over X ′′
γ as in Section 5.1. Moreover gγ satisfy the following compatibility condition:

(39) ρ′
γ,s ◦ gγ = gγs ◦ ργ,s over Ω(xγ,s) = Ω(yγs,s).

Let IAγ be the isotropy group of Aγ. From Lemma 3.8, we have

min
h∈IAγ

||gγ − h||C0(X′′
γ ) ≤ constM

∣∣∣∣dA′
γ
gγ

∣∣∣∣
Lq(X′′

γ ,gγ)
,

Using the action of
∏

γ∈Γ IAγ on the gluing data, we can assume that

(40) ||gγ − 1||C0(X′′
γ ) ≤ constM

∣∣∣∣dA′
γ
gγ

∣∣∣∣
Lq(X′′

γ ,gγ)
.

From (38),∣∣∣∣dA′
γ
gγ

∣∣∣∣
Lq(X′′

γ )
≤

∣∣∣∣∣∣A′
γ − Ã′

γ

∣∣∣∣∣∣
Lq(X′′

γ )
+ 2 ||gγ − 1||C0(X′′

γ ) ||aγ||Lq(X′′
γ ) + ||ãγ − aγ||Lq(X′′

γ ) .

Using Lemma 3.9, we get
∣∣∣∣∣∣A′

γ − Ã′
γ

∣∣∣∣∣∣
Lq(X′′

γ )
≤ constM · ||αγ||Lq(Xγ). From Proposition 4.3

and Lemma 5.4, we get ||aγ||Lq(X′′
γ ) ≤ constM · b4/p ≪ 1 and ||aγ − ãγ||Lq(X′′

γ ) ≤ constM ·
b4/p(||α|| + ||v||). Therefore (using (40))

(41) ||gγ − 1||C0(X′′
γ ) ≤ constM ||α|| + constM · b4/p ||v|| .



22 MASAKI TSUKAMOTO

On the other hand, from (38), gγ(Aγ)− Ãγ = (ãγ − aγ) + (1− gγ)aγ + gγaγ(1− g−1
γ ) over

Xγ,b where A′
γ = Aγ and Ã′

γ = Ãγ. Hence (using (20) and Lemma 3.7 (1))

||αγ|| ≤ constM ·dLq([Aγ|Xγ,b
], [Ãγ|Xγ,b

]) ≤ constM

(
||aγ − ãγ||Lq(X′′

γ ) + ||gγ − 1||C0(X′′
γ ) ||aγ||Lq(Xγ)

)
Using (41), Proposition 4.3 and Lemma 5.4,

||α|| ≤ constM · b4/p(||α|| + ||v||).

Since b ≪ 1, we get

(42) ||α|| ≤ constM · b4/p ||v|| .

Substituting this into (41), we get ||gγ − 1||C0(X′′
γ ) ≤ constM · b4/p ||v||.

From the compatibility condition (39), ρ′
γ,s−ργ,s = (gγs−1)ργ,sgγ +ργ,s(g

−1
γ −1). Hence

|ρ′
γ,s − ργ,s| ≤ ||gγs − 1||C0(X′′

γ ) + ||gγ − 1||C0(X′′
γ ) ≤ constM · b4/p ||v|| .

Then

||v|| ≤ const · sup
γ,s

|ρ′
γ,s − ργ,s| ≤ constM · b4/p ||v|| .

Since b ≪ 1, we get ||v|| = 0. This implies ρ′ = ρ and (using (42)) ||α|| = 0. Therefore

Bγ = Ãγ = Aγ. ¤

6. Infinite gluing: surjectivity problem

In this section we will study a “surjectivity problem”. We basically follow the argument

of Donaldson-Kronheimer [5, Section 7.2.4, 7.2.5]. But our case is more involved because

we cannot use the usual index-theorem argument. (This difficulty is suggested in [5, p.

298].)

6.1. Linearized problem. Let θ = (Eγ , Aγ, ργ,s)γ∈Γ,s∈S be a gluing data. We denote I

as the set of γ ∈ Γ satisfying [Eγ, Aγ] ∈ M1. If M1 = ∅, then I = ∅. Set E := E(θ) and

A′ := A′(θ). We define V and H by

V := {v = (vγ,s)γ∈Γ,s∈S ∈
∏

γ∈Γ,s∈S

(adEγ)xγ,s| ||v|| := sup
γ,s

|vγ,s| < ∞},

H := {α = (αγ)γ∈Γ ∈
∏
γ∈Γ

H1
Aγ
| ||α|| := sup

γ
||αγ||Lq(Xγ ,gγ) < ∞}.

(43)

Note that H1
Aγ

= 0 for [Eγ, Aγ] ∈ M1. For v ∈ V and α ∈ H , we define j1(v) and j2(α)

in Ω1(adE) by

(44) j1(v) :=
∂

∂t

∣∣∣
t=0

A′
tv,0, j2(α) :=

∂

∂t

∣∣∣
t=0

A′
0,t¸,

where A′
v,¸ denotes a connection on E defined as in (36).

ργ,s is a SU(2)-isomorphism between the fibers (Eγ)xγ,s and (Eγs)yγs,s . In this sub-

section, we identify the fibers (Eγ)xγ,s and (Eγs)yγ,s by the given ργ,s. Let v = (vγ,s)γ,s
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where vγ,s ∈ (adEγ)xγ,s
∼= (adEγs)yγs,s . We often consider vγ,s as a section of adEγ

(or adEγs) over Ω(xγ,s) (or Ω(yγs,s)) by using the exponential gauge of Aγ (or Aγs):

Eγ|Ω(xγ,s)
∼= Ω(xγ,s) × (Eγ)xγ,s (or Eγs|Ω(yγs,s)

∼= Ω(yγs,s) × (Eγs)yγs,s). Then the above

j1(v) is expressed by

(45) j1(v) =

dA′
γ
(β′

γvγs) = dβ′
γ ⊗ vγ,s over Ω(xγ,s)

−dA′
γ
(β′

γvγs−1,s) = −dβ′
γ ⊗ vγs−1,s over Ω(yγ,s),

and we have supp(j1(v)) ⊂
∪

γ supp(dβ′
γ) ⊂

∪
γ,s(Ω(xγ,s) ∪ Ω(yγ,s)). From this we easily

deduce that d+
A′j1(v) = 0.

Lemma 6.1. ∣∣∣∣∣
∣∣∣∣∣j2(α) −

∑
γ∈Γ

β′
γαγ

∣∣∣∣∣
∣∣∣∣∣
BLq

≤ constM · b4/q ||α|| .

In particular, ||j2(α)||BLq ≤ constM ||α||. Moreover∣∣∣∣d+
A′j2(α)

∣∣∣∣
BLp ≤ constM · b4/p ||α|| .

Proof. We have j2(α) = αγ over Xγ \
∪

s(B(xγ,s, b) ∪ B(yγ,s, b)). Using Lemma 3.10, we

have

|j2(α)|gγ ≤ constM ||α|| over
∪
s

(B(xγ,s, b) ∪ B(yγ,s, b)).

Therefore we get the first inequality. We have d+
A′j2(α) = 0 over Xγ \

∪
s(B(xγ,s, b) ∪

B(yγ,s, b)), where F+(A0,t¸) = 0. Since d+
A′j2(α) = ∂F+(A′

0,t¸)/∂t
∣∣
t=0

and hγ = 1 in the

support of F+(A′
0,t¸), the estimate (24) gives

|d+
A′j2(α)| ≤ constM ||α|| over

∪
γ,s

(B(xγ,s, b) ∪ B(yγ,s, b)).

Therefore
∣∣∣∣d+

A′j2(α)
∣∣∣∣

BLp ≤ constM · b4/p ||α||. ¤

Fix z ∈ X \ {xs, ys|s ∈ S}. We take b = 4N
√

λ > 0 so small that the balls of radius b

around xs and ys (s ∈ S) don’t contain z. Let zγ (γ ∈ Γ) be the point in Xγ corresponding

to z. We define Ω(adE)0 as the set of χ ∈ Ω(adE) satisfying χ(zγ) = 0 for all γ ∈ I (i.e.,

[Eγ, Aγ] ∈ M1). Here we consider zγ ∈ X ′′
γ ⊂ X♯(Γ,S).

Lemma 6.2. For any χ ∈ Ω0(adE)0, v ∈ V and α ∈ H,

||χ||C0 + ||v|| + ||α|| ≤ constM ||dA′χ + j1(v) + j2(α)||BLq .

Proof. For each γ ∈ Γ we define a section χγ of adEγ over X ′′
γ by

χγ := χ +
∑

s

(β′
γ − 1)vγ,s +

∑
s

(1 − β′
γ)vγs−1,s.
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We have dA′
γ
χγ = dA′χ + j1(v) over X ′′

γ and χγs − χγ = vγ,s over X ′′
γ ∩ X ′′

γs. We have

||χ||C0 + ||v|| ≤ (4|S| + 3) supγ ||χγ||C0(X′′
γ ). If γ ∈ I, then χγ(zγ) = 0. If γ /∈ I, then Aγ is

irreducible. Therefore

||χγ||C0(X′′
γ ) + ||αγ||Lq(Xγ) ≤ constM

∣∣∣∣dA′
γ
χγ + αγ

∣∣∣∣
Lq(X′′

γ ,gγ)
,

≤ const′M ||dA′χ + j1(v) + j2(α)||BLq + constM ||αγ − j2(α)||Lq(X′′
γ ,gγ) .

By using the argument in the proof of Lemma 6.1, we get

||αγ − j2(α)||Lq(X′′
γ ,gγ) ≤ constM · b4/q ||α|| .

Since b ≪ 1, we get the above conclusion. ¤

Let χ ∈ Ω0(adE)0 and ξ ∈ Ω+(adE) be smooth (not necessarily compact supported)

0-form and self-dual form valued in adE over X♯(Γ,S), and let v ∈ V and α ∈ H . We

define the norm ||(χ, v,α, ξ)||B1
by

(46) ||(χ, v, α, ξ)||B1
:= ||dA′χ + j1(v) + j2(α)||BLq + ||ξ||BLp .

Lemma 6.2 shows that this becomes a norm. (Of course, its value might be infinity.) We

define the Banach space B1 as the completion of the space of (χ, v,α, ξ) ∈ Ω0(adE)0 ⊕
V ⊕ H ⊕ Ω+(adE) of ||(χ, v,α, ξ)||B1

< ∞ in the norm ||·||B1
:

B1 := {(χ, v,α, ξ) ∈ Ω0(adE)0 ⊕ V ⊕ H ⊕ Ω+(adE)| ||(χ,v, α, ξ)||B1
< ∞},

where the overline means the completion in the norm ||·||B1
. Let ω ∈ Ω1(adE) be a smooth

1-form valued in adE over X♯(Γ,S). We define the norm ||ω||B2
by setting

(47) ||ω||B2
:= ||ω||BLq +

∣∣∣∣d+
A′ω

∣∣∣∣
BLp .

We define the Banach space B2 as the completion of the space of ω ∈ Ω1(adE) of ||ω||B2
<

∞ in the norm ||·||B2
:

B2 := {ω ∈ Ω1(adE)| ||ω||B2
< ∞}.

Let P = Pθ : BLp → BLq be the map defined in Lemma 4.1. P is a right inverse of d+
A′ .

We define a linear map T : B1 → B2 by

(48) T (χ,v, α, ξ) := dA′χ + j1(v) + j2(α) + P (ξ).

Proposition 6.3. T is a bounded linear operator. Moreover there exists a positive con-

stant K depending only on M such that for any (χ, v, α, ξ) ∈ B1

||(χ,v,α, ξ)||B1
≤ K ||T (χ, v, α, ξ)||B2

.

Proof. Set ω := T (χ, v,α, ξ). We have (using d+
A′j1(v) = 0)

d+
A′ω = [F+

A′ , χ] + d+
A′j2(α) + ξ.
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Form Lemma 6.1 and 6.2, T is bounded. From this equation (remember ||F+(A′)||BLp ≤
constMb4/p)

||ξ||BLp ≤ ||ω||B2
+ constM · b4/p(||χ||C0 + ||α||),

≤ ||ω||B2
+ constM · b4/p ||dA′χ + j1(v) + j2(α)||BLq ,

= ||ω||B2
+ constM · b4/p ||ω − P (ξ)||BLq ,

≤ (1 + constM · b4/p) ||ω||B2
+ constM · b4/p ||ξ||BLp .

Since b ≪ 1, we get ||ξ||BLp ≤ 2 ||ω||B2
and

||dA′χ + j1(v) + j2(α)||BLp = ||ω − P (ξ)||BLp ≤ constM ||ω||B2
.

¤

This result shows that T is an embedding. Indeed we want to prove that T is an

isomorphism. Donaldson-Kronheimer [5, Section 7.2.5] proves a similar result by using

the index theorem. But we cannot use the index theorem and must prove it by a direct

analysis.

Let ω ∈ B2 and set ω′ := ω − Pd+
A′ω. We have d+

A′ω′ = 0 and ||ω′||BLq ≤ constM ||ω||B2
.

Consider βγω
′ on Xγ for each γ ∈ Γ. We have d+

Aγ
{βγω

′ − Pγd
+
Aγ

(βγω
′)} = 0 where Pγ =

(d+
Aγ

)∗(d+
Aγ

(d+
Aγ

)∗)−1 is the right inverse of d+
Aγ

. Then there uniquely exist χγ ∈ Ω0(adEγ)

and αγ ∈ H1
Aγ

such that

dAγχγ + αγ = βγω
′ − Pγd

+
Aγ

(βγω
′),

and χγ(zγ) = 0 if γ ∈ I. (If γ ∈ I, then H1
Aγ

= 0 and αγ = 0.) Since d+
A′ω′ = 0,

(49) Pγd
+
Aγ

(βγω
′) = Pγ(dβγ ∧ ω′)+ + Pγ[(Aγ − A′

γ) ∧ (βγω
′)]+.

A difficulty comes from the term Pγ(dβγ ∧ω′)+. The term Pγ[(Aγ −A′
γ)∧ (βγω)]+ can be

easily estimated:∣∣∣∣Pγ[(Aγ − A′
γ) ∧ (βγω

′)]+
∣∣∣∣

Lq(Xγ ,gγ)
≤ constM

∣∣∣∣Aγ − A′
γ

∣∣∣∣
L4 ||βγω

′||Lq(X′
γ ,gγ) ,

≤ constM · b2N2−8/q ||ω||B2
.

(50)

Here we have used (10) and (15). If we choose b2N2−8/q ≪ 1, then this is a good estimate.

But a similar estimation gives∣∣∣∣Pγ(dβγ ∧ ω′)+
∣∣∣∣

Lq(Xγ ,gγ)
≤ constM · N2−8/q ||ω||B2

.

Since N ≫ 1 and 2 − 8/q > 0, this is not a small term. We will come back to this point

later. We have (xγ(zγ) = 0 for γ ∈ Γ)

(51) ||χγ||C0 + ||αγ||Lq(Xγ ,gγ) ≤ constM

∣∣∣∣dAγχγ + αγ

∣∣∣∣
Lq(Xγ ,gγ)

≤ constM · N2−8/q ||ω||B2
.
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Set χ :=
∑

γ β′
γχγ ∈ Ω0(adE)0. Then we have the following equation (using β′

γβγ = β′
γ):

dA′χ −
∑

γ

dβ′
γ ⊗ χγ +

∑
γ

β′
γαγ

= ω′ +
∑

γ

(
β′

γ[Aγ − A′
γ, χγ] − β′

γPγ[(Aγ − A′
γ) ∧ (βγω

′)]+
)
−

∑
γ

β′
γPγ(dβγ ∧ ω′)+.

(52)

From (51),

(53)
∣∣∣∣[Aγ − A′

γ, χγ]
∣∣∣∣

Lq(X′′
γ ,g)

≤
∣∣∣∣Aγ − A′

γ

∣∣∣∣
Lq(X′′

γ ,gγ)
||χγ||C0 ≤ constM · b1+4/qN2−8/q ||ω||B2

.∣∣∣∣Pγ[(Aγ − A′
γ) ∧ (βγω

′)]+
∣∣∣∣

Lq(X′′
γ ,g)

≤ constM

∣∣∣∣Aγ − A′
γ

∣∣∣∣
L4 ||βγω||Lq(X′

γ ,gγ) ,

≤ constM · b2N2−8/q ||ω||B2
.

(54)

Hence

∣∣∣∣∣
∣∣∣∣∣∑

γ

(
β′

γ[Aγ − A′
γ, χγ] − β′

γPγ[(Aγ − A′
γ) ∧ (βγω

′)]+
)∣∣∣∣∣
∣∣∣∣∣
BLq

≤ constM · b1+4/qN2−8/q ||ω||B2
,

≤ constM · bN2 ||ω||B2
.

(55)

The estimation of the term
∑

γ β′
γPγ(dβγ ∧ ω′)+ needs the following lemma:

Lemma 6.4. Let 0 < δ < 1, and f be a Lp-function in R4 satisfying

suppf ⊂ {x|
√

λ/N ≤ |x| ≤
√

λ/N1−δ},

where N ≫ 1. Set

F (x) :=

∫
R4

f(y)

|x − y|3
dy.

Then we have (∫
|x|≥

√
λ/2

|F (x)|qdx

)1/q

≤ const · N−4(1−1/p)(1−δ) ||f ||Lp(R4) .

Here remember that 2 < p < 4, q > 4 and 1 − 4/p = −4/q.

Proof. Using a scale change, we suppose λ = 1 without loss of generality. If |x| ≥ 1/2 and

|y| ≤ N−1+δ, then (using N ≫ 1 and −1 + δ < 0) |x − y| ≥ |x| − N−1+δ ≥ |x|/2. Then

1/|x − y|3 ≤ 23/|x|3. Hence for |x| ≥ 1/2

|F (x)| ≤ 23

|x|3

∫
R4

|f(y)|dy.

Using q > 4, we get∫
|x|≥1/2

|F (x)|qdx ≤ 23q

∫ ∞

1/2

dr

r3q−3

(∫
R4

|f(y)|dy

)q

≤ const

(∫
R4

|f(y)|dy

)q

.
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|x|≥1/2

|F (x)|qdx

)1/q

≤ const

∫
R4

|f(y)|dy,

≤ const ||f ||Lp(R4) (vol (suppf))1−1/p,

≤ const · N−4(1−δ)(1−1/p) ||f ||Lp(R4) .

¤

We use this lemma for δ = 1/6.

Lemma 6.5. ∣∣∣∣Pγ(dβγ ∧ ω′)+
∣∣∣∣

Lq(X′′
γ ,gγ)

≤ constM · N−1/2 ||ω||B2
,

Proof. Set σ := (dβγ ∧ ω′)+ and δ = 1/6. There exists r0 > 0 (independent of λ and N)

such that the metric gγ is flat over the balls Bs = B(xγ,s, r0) and B′
s = B(yγ,s, r0) (s ∈ S).

We assume r0 ≫ b = 4N
√

λ. Set B :=
∪

(Bs ∪ B′
s). We define the annulus region

As and A′
s by As := B(xγ,s,

√
λ/N1−δ) \ B̄(xγ,s,

√
λ/N) and A′

s := B(yγ,s,
√

λ/N1−δ) \
B̄(yγ,s,

√
λ/N), and set A :=

∪
(As ∪ A′

s). Remember that supp σ ⊂ supp(dβγ) ⊂ A by

Lemma 3.4.

Pγσ can be expressed by using the Green kernel:

Pγσ(x) =

∫
A

G(x, y)σ(y)dvol(y),

where the volume form dvol(y) = dvolgγ (y) is defined by using the metric gγ. The Green

kernel G(x, y) has a singularity of degree 3 along the diagonal (cf. Donaldson [4, p. 310]):

|G(x, y)| ≤ constM/d(x, y)3,

where d(x, y) is the distance on Xγ defined by gγ.∫
X′′

γ

|Pγσ|qdvol =

∫
X′′

γ \B
|Pγσ|qdvol +

∫
B∩X′′

γ

|Pγσ|qdvol.

The first term can be easily estimated:∫
X′′

γ \B
|Pγσ|qdvol ≤ constM

∫
X′′

γ

dvol(x)

(∫
A

|σ(y)|dvol(y)

)q

,

≤ constM · (volA)q(1−1/p)

(∫
A

|σ(y)|pdvol(y)

)q/p

,

≤ constM · (λ2N−4(1−δ))q(1−1/p)

(∫
A

|σ(y)|pdvol(y)

)q/p

.

From Lemma 6.4,(∫
B∩X′′

γ

|Pγσ|qdvol

)1/q

≤ constM · N−4(1−δ)(1−1/p)

(∫
A

|σ(y)|pdvol(y)

)1/p

.
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Hence

||Pγσ||Lq(X′′
γ ,gγ) ≤ constM · N−4(1−δ)(1−1/p) ||σ||Lp(X′

γ ,gγ) .

From (10),

||σ||Lp(X′
γ ,gγ) ≤ ||dβγ||L4 ||ω′||Lq(X′

γ ,gγ) ≤ constM ·N2−8/q ||ω′||Lq(X′
γ ,g) ≤ constM ·N2−8/q ||ω||B2

.

We have 1 − 4/p = −4/q, 2 < p < 4 and δ = 1/6. Then 2 − 8/q − 4(1 − δ)(1 − 1/p) =

4δ(1 − 1/p) − 4/p < −1/2. Therefore we get the above conclusion. ¤

From the above Lemma, we get∣∣∣∣∣
∣∣∣∣∣∑

γ

β′
γPγ(dβγ ∧ ω′)+

∣∣∣∣∣
∣∣∣∣∣
BLq

≤ constM · N−1/2 ||ω||B2
.

From the equation (52) and the estimate (55), we get

(56)

∣∣∣∣∣
∣∣∣∣∣dA′χ −

∑
γ

dβ′
γ ⊗ χγ +

∑
γ

β′
γαγ − ω′

∣∣∣∣∣
∣∣∣∣∣
BLq

≤ constM(bN2 + N−1/2) ||ω||B2
.

Let Wγ,s := B(xγ,s, 2
√

λ) \ B(xγ,s,
√

λ/2) ⊂ Xγ be the “neck” region (γ ∈ Γ, s ∈ S).

Since dβ′
γ = −dβ′

γs over Wγ,s, the term −
∑

γ dβ′
γ ⊗ χγ can be expressed by

−
∑

γ

dβ′
γ ⊗ χγ =

∑
γ,s

dβ′
γ ⊗ (−χγ + χγs)|Wγ,s .

We have dAγχγ = βγω
′ − Pγd

+
Aγ

(βγω
′) − αγ. Since βγ = 1 over the neck Wγ,s, we have

dA′χγ = ω′ − Pγd
+
Aγ

(βγω
′) − αγ + [A′

γ − Aγ, χγ] on Wγ,s.

Therefore on the neck Wγ,s

dA′(χγ − χγs)

= −Pγd
+
Aγ

(βγω
′) − αγ + [A′

γ − Aγ, χγ] + Pγsd
+
Aγs

(βγsω
′) + αγs − [A′

γs − Aγs, χγs].
(57)

As in (54) and Lemma 6.5,∣∣∣∣∣∣Pγd
+
Aγ

(βγω
′)
∣∣∣∣∣∣

Lq(Wγ,s,g)
≤ constM · (N−1/2 + b2N2−8/q) ||ω||B2

.

From (53), ∣∣∣∣[Aγ − A′
γ, χγ]

∣∣∣∣
Lq(X′′

γ ,g)
≤ constM · b1+4/qN2−8/q ||ω||B2

.

From (51) and an (elliptic) estimate ||αγ||L∞(Xγ ,gγ) ≤ constM ||αγ||Lq(Xγ ,gγ),

||αγ||Lq(Wγ,s,g) ≤ (const · λ2)1/q ||αγ||L∞(Xγ ,gγ) ,

≤ constM · λ2/q ||αγ||Lq(Xγ ,gγ) ≤ constM · λ2/qN2−8/q ||ω||B2
.

In the same way, we get the estimates of the other terms in the right-hand-side of (57).

Then

||dA′(χγ − χγs)||Lq(Wγ,s,g) ≤ constM · (N−1/2 + bN2 + λ2/qN2) ||ω||B2
.
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Let vγ,s ∈ (adEγ)xγ,s
∼= (adEγs)yγs,s be the mean value of χγs − χγ over the neck Wγ,s.

Using the Sobolev embedding Lq
1 ↪→ C0,1−4/q (Hölder space), we get

||χγs − χγ − vγ,s||C0(Wγ,s)
≤ const · λ1/2−2/q ||dA′(χγ − χγs)||Lq(Wγ,s,g) ,

≤ constM · λ1/2−2/q(N−1/2 + bN2 + λ2/qN2) ||ω||B2
.

Set v := (vγ,s)γ,s ∈ V .

∣∣∣∣∣
∣∣∣∣∣∑

γ

dβ′
γ ⊗ χγ + j1(v)

∣∣∣∣∣
∣∣∣∣∣
BLq

=

∣∣∣∣∣
∣∣∣∣∣∑

γ,s

dβ′
γ ⊗ (vγ,s − χγs + χγ)|Wγ,s

∣∣∣∣∣
∣∣∣∣∣
BLq

,

≤ constM · 1√
λ

(
√

λ)4/qλ1/2−2/q(N−1 + bN2 + λ2/qN2) ||ω||B2
,

≤ constM(N−1/2 + bN2 + λ2/qN2) ||ω||B2
.

(58)

Set α := (αγ)γ ∈ H . From (51), ||α|| = sup ||αγ||Lq ≤ constM ·N2−8/q ||ω||B2
. Using Lemma

6.1, we get (b = 4N
√

λ)∣∣∣∣∣
∣∣∣∣∣j2(α) −

∑
γ∈Γ

β′
γαγ

∣∣∣∣∣
∣∣∣∣∣
BLq

≤ constM · b4/q ||α|| ≤ constM · b4/qN2−8/q ||ω||B2
,

≤ constM · λ2/qN2 ||ω||B2
.

Using this and (58) in the estimate (56), we get

||dA′χ + j1(v) + j2(α) − ω′||BLq ≤ constM · (N−1/2 + bN2 + λ2/qN2) ||ω||B2
.

We have d+
A′ (dA′χ + j1(v) + j2(α) − ω′) = [F+

A′ , χ]+d+
A′j2(α). Using

∣∣∣∣F+
A′

∣∣∣∣
BLp ≤ constM ·

b4/p, (51) and Lemma 6.1, we get∣∣∣∣[F+
A′ , χ] + d+

A′j2(α)
∣∣∣∣

BLp ≤ constM · b4/pN2−8/q ||ω||B2
+ constM · b4/p ||α|| ,

≤ constM · λ2/qN2 ||ω||B2
.

Thus we conclude that

||dA′χ + j1(v) + j2(α) − ω′||B2
≤ constM · (N−1/2 + bN2 + λ2/qN2) ||ω||B2

.

We define a bounded linear operator T ′ : B2 → B1 by T ′(ω) := (χ,v,α, d+
A′ω). Re-

member ω′ = ω − Pd+
A′ω. The above shows ||TT ′(ω) − ω||B2

≤ constM · (N−1/2 + bN2 +

λ2/qN2) ||ω||B2
. Therefore if we choose λ and N appropriately, then (TT ′)−1 exists and

T ′(TT ′)−1 becomes a right inverse of T . In particular, T becomes surjective and hence

isomorphic (see Proposition 6.3). Then we get the following.

Proposition 6.6. There are N0 > 0 and λ0(N) > 0 such that if N ≥ N0 and λ ≤ λ0(N)

then T : B1 → B2 (given in (48)) is an isomorphism and satisfies

||(χ,v,α, ξ)||B1
≤ K ||T (χ, v, α, ξ)||B2

,

where K is a positive constant depending only on M .
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6.2. Some continuities. Let’s recall our situation. Γ is a finitely generated group and

S is its finite generating set which does not contain the identity element e. The group Γ

can be considered as a metric space endowed with the (left-invariant) word distance by

S: For γ, γ′ ∈ Γ,

dS(γ, γ′) := min{n ≥ 0| ∃γ1, · · · , γn ∈ S ∪ S−1 : γ−1γ′ = γ1 · · · γn}

For a subset Ω ⊂ Γ and an integer d > 0, we set

Bd(Ω) := {γ ∈ Γ| ∃γ′ ∈ Ω : dS(γ, γ′) ≤ d}.

We define a open set XΩ ⊂ X by

XΩ :=
∪
γ∈Ω

X ′′
γ .

Let θi = (Eiγ, Aiγ, ρiγ,s)γ∈Γ,s∈S (i = 1, 2) be two gluing data, i.e., Eiγ is a principal

SU(2)-bundle over Xγ and Aiγ is an ASD connection on Eiγ satisfying [Eiγ, Aiγ] ∈ M .

ρiγ,s : (Eiγ)xγ,s → (Eiγs)yγs,s is an SU(2)-isomorphism. For each i = 1, 2, we have the

operator Pi : BLp(Ω+(adEi)) → BLq(Ω1(adEi)) which is a right inverse of d+
A′

i
by Lemma

4.1. Let Ω ⊂ Γ be a finite set. We want to compare the operators P1 and P2 over XΩ.

Suppose that there is an integer d > 0 such that E1γ = E2γ, A1γ = A2γ for γ ∈ Bd(Ω) and

ρ1γ,s = ρ2γ,s for γ ∈ Bd(Ω) and s ∈ S with γs ∈ Bd(Ω). Then we can naturally consider

that E1 = E2 and A′
1 = A′

2 over XBd(Ω).

Lemma 6.7. Let ξi ∈ BLp
i (i = 1, 2). We denote ξi|XBd(Ω)

as the restriction of ξi to

XBd(Ω) (and we extend it to X♯(Γ,S) by zero). Then for each γ ∈ Ω

||P1(ξ1) − P2(ξ2)||Lq(X′′
γ , g) ≤ constM

∣∣∣∣ξ1|Bd(Ω) − ξ2|Bd(Ω)

∣∣∣∣
BLp+constM ·2−d(||ξ1||BLp+||ξ2||BLp),

where constM are positive constants depending only on M . (Especially they are indepen-

dent of Ω and the integer d > 0.) In particular, if ξ1|XBd(Ω)
= ξ2|XBd(Ω)

then

||P1(ξ1) − P2(ξ2)||Lq(X′′
γ , g) ≤ constM · 2−d(||ξ1||BLp + ||ξ2||BLp).

Proof.

Pi(ξi) = Qi(1 + Ri)
−1ξi,

= Qi(1 − Ri + R2
i − · · · + (−1)d−1Rd−1

i )ξi + (−1)dQiR
d
i (1 + Ri)

−1ξi.

From the definitions of the operators Q and R in Section 4, we have QiR
k
i ξi = QiR

k
i (ξi|XBd(Ω)

)

and Q2R
k
2(ξ2|XBd(Ω)

) = Q1R
k
1(ξ2|XBd(Ω)

) over XΩ for k ≤ d − 1. (These follows from the

fact that Qi and Ri have “one-step propagation”.) Therefore for γ ∈ Ω

||P1(ξ1) − P2(ξ2)||Lq(X′′
γ , g) ≤ constM

∣∣∣∣ξ1|Bd(Ω) − ξ2|Bd(Ω)

∣∣∣∣
BLp+constM ·2−d(||ξ1||BLp+||ξ2||BLp).

Here we have used ||Ri|| ≤ 1/2 (see Lemma 4.1). ¤

The following will be used in Section 7.
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Corollary 6.8. For any ε > 0, there exists d = d(M, ε) > 0 satisfying the following: Let

Ω ⊂ Γ be a finite subset. If E1γ = E2γ, A1γ = A2γ for all γ ∈ Bd(Ω) and ρ1γ,s = ρ2γ,s for

all γ ∈ Bd(Ω) and s ∈ S with γs ∈ Bd(Ω), then for any γ ∈ Ω

||A(θ1) − A(θ2)||Lq(X′′
γ ,g) < ε.

Proof. ξi = ξ(θi) satisfies (i = 1, 2)

ξi + (Pi(ξi) ∧ Pi(ξi))
+ = −F+(A′

i).

Let m and d0 be (large) positive integers which will be fixed later. Set d := md0 and

suppose that θ1 = θ2 over Bd(Ω). Since we have A′
1 = A′

2 over Bd(Ω), we have

ξ1 − ξ2 = (P2(ξ2) ∧ P2(ξ2))
+ − (P1(ξ1) ∧ P1(ξ1))

+,

= ((P2(ξ2) − P1(ξ1)) ∧ P2(ξ2))
+ + (P1(ξ1) ∧ ((P2(ξ2) − P1(ξ1)))

+,
(59)

over Bd(Ω). For k = 1, 2, · · · ,m, we set

ak := sup
γ∈Bkd0

(Ω)

||ξ1 − ξ2||Lp(X′′
γ ,g) .

From Remark 4.4, Lemma 6.7 and (59), we have

ak ≤ constM · b2 sup
γ∈Bkd0

(Ω)

||P2(ξ2) − P1(ξ1)||Lq(X′′
γ ,g) ≤ constM · b2(ak+1 + b4/p2−d0),

where constM is independent of k and Ω. Since b > 0 is sufficiently small, we have

ak ≤ 2−1ak+1 + 2−d0 .

Hence a1 ≤ 2−m+1am+2−d0+1. We have am ≤ ||ξ1||BLp + ||ξ2||BLp ≤ constMb4/p ≪ 1. Hence

a1 ≤ 2−m+1 + 2−d0+1.

We have A1 − A2 = P1(ξ1) − P2(ξ2) over Bd(Ω), and for any γ ∈ Ω (using Lemma 6.7)

||P1(ξ1) − P2(ξ2)||Lq(X′′
γ ,g) ≤ constM(a1 + b4/p · 2−d0).

We choose m and d0 sufficiently large. Then for γ ∈ Γ

||P1(ξ1) − P2(ξ2)||Lq(X′′
γ ,g) < ε.

¤

Let [θn] = [(Enγ, Anγ, ρnγ,s)γ∈Γ,s∈S] ∈ GlD (n = 1, 2, 3, · · · ) be the sequence of the

equivalence classes of gluing data. Since M is compact, if we take a subsequence, this

sequence (pointwisely) converges to a gluing data [θ] = [(Eγ, Aγ, ργ,s)γ∈Γ,s∈S] in the fol-

lowing sense (cf. Section 7). For each γ ∈ Γ there exists n0(γ) > 0 and a sequence of

gauge transformations gnγ : Enγ → Eγ (n ≥ n0(γ)) such that gnγ(Anγ) converges to Aγ

(in the C∞-topology) and gnγsρnγ,sg
−1
nγ converges to ργ,s as n → ∞.

For each γ ∈ Γ we can assume that, for n ≥ n0(γ), Enγ = Eγ, Anγ = Aγ + α̃nγ and

ρnγ,s = ργ,se
vnγ,s (s ∈ S) where αnγ ∈ H1

Aγ
and vnγ,s ∈ (adE)xγ,s . (See Section 3.4.2 and
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5.1). Moreover we have limn→∞ ||αnγ||Lq = 0 and limn→∞ |vnγ,s| = 0. Therefore the bundle

map hnγ : Enγ = Eγ → Eγ given in (34) can be defined for n ≥ n1(γ). Here n1(γ) is an

appropriate large number with n1(γ) ≥ n0(γ), n0(γs−1) (s ∈ S). For each n ≥ 1 there

exist a (possibly empty) finite subset Ωn ⊂ Γ (each γ ∈ Ωn satisfies n ≥ n1(γ)) such that

we can define a bundle map hn : En|XΩn
→ E|XΩn

by gluing these hnγ. We can take these

Ωn so that Ω1 ⊂ Ω2 ⊂ Ω3 ⊂ · · · and
∪

n≥1 Ωn = Γ.

Let ξn ∈ BLp(Ω+(adEn)) (n = 1, 2, · · · ) and suppose supn ||ξn||BLp < ∞. For each finite

subset Ω ⊂ Γ, Lp(XΩ) is a reflexive Banach space. Hence if we take a subsequence of

{ξn}, there exists ξ ∈ BLp(Ω+(adE)) with ||ξ||BLp ≤ supn ||ξn||BLp such that, for any finite

subset Ω ⊂ Γ, hn(ξn)|Ω weakly converges to ξ|Ω in Lp(XΩ).

Lemma 6.9. In the above situation, hn(Pθn(ξn))|XΩ
weakly converges to Pθ(ξ)|XΩ

in

Lq(XΩ) as n → ∞ for any finite subset Ω ⊂ Γ.

Proof. Take ε > 0 and η ∈ (Lq(XΩ))∗ = Lq′(XΩ) (1/q + 1/q′ = 1). Let d > 0 be a large

integer which will be fixed later. Set ξ′n := ξn|Bd(Ω) = 1XBd(Ω)
· ξn and ξ′′n := ξn − ξ′n where

1XBd(Ω)
is the characteristic function of XBd(Ω). We also define ξ′ := ξ|Bd(Ω) and ξ′′ := ξ−ξ′.

hn(ξ′n) weakly converges to ξ′ in Lp(XBd(Ω)). Then P (hn(ξ′n)) weakly converges to P (ξ′)

in BLq. Set P ′
n := hn ◦ Pn ◦ h−1

n : Lp(XBd(Ω), Ω
+(adE)) → BLq. (Pn := Pθn .) We have

(60) hn(Pn(ξn)) = (P ′
n(hnξ

′
n) − P (hnξ

′
n)) + P (hnξ

′
n) + hn(Pn(ξ′′n)).

From Lemma 6.7, ||hn(Pn(ξ′′n))||Lq(XΩ) ≤ constΩ,M ·2−d ||ξn||BLp and ||P (ξ′′)||Lq(XΩ) ≤ constΩ,M ·
2−d ||ξ||BLp ≤ constΩ,M · 2−d supn ||ξn||BLp .

The term (P ′
n(hnξ′n)−P (hnξ

′
n)) can be evaluated by using Lemma 5.1 and 6.7 as follows.

Define (for n ≫ 0) a gluing data θ̂n = (Ênγ, Ânγ, ρ̂nγ,s)γ∈Γ,s∈S by (Ênγ, Ânγ, ρ̂nγ,s) =

(Enγ, Anγ, ρnγ,s) for (γ, s) ∈ Bd+1(Ω) × S and (Ênγ, Ânγ, ρ̂nγ,s) = (Eγ, Aγ, ργ,s) otherwise.

Lemma 6.7 gives (P̂ ′
n := hn ◦ Pθ̂n

◦ h−1
n )∣∣∣∣∣∣P ′

n(hnξ′n) − P̂ ′
n(hnξ

′
n)

∣∣∣∣∣∣
Lq(XΩ,g)

≤ constΩ,M · 2−d ||ξn||BLp .

Lemma 5.1 gives (n ≫ 1)∣∣∣∣∣∣P̂ ′
n(hnξ′n) − P (hnξ′n)

∣∣∣∣∣∣
BLq

≤ constM · sup
γ∈Bd+1(Ω),s∈S

{dLq([Anγ], [Aγ]) + |ρnγ,s − ργ,s|} ||ξn||BLp

Therefore for η ∈ (Lq(XΩ))∗

|⟨hn(Pn(ξn)) − P (ξ), η⟩| ≤ |⟨P (hnξ′n) − P (ξ′), η⟩| + constΩ,M · ||η|| 2−d sup
m

||ξm||BLp ,

+constΩ,M · ||η|| sup
γ∈Bd+1(Ω),s∈S

{dLq([Anγ], [Aγ]) + |ρnγ,s − ργ,s|} sup
m

||ξm||BLp

We choose d > 0 so that constΩ,M · ||η|| 2−d supn ||ξn||BLp ≤ ε/3. We can choose n1 > 0 so

that for n ≥ n1

constΩ,M · ||η|| sup
γ∈Bd+1(Ω),s∈S

{dLq([Anγ], [Aγ]) + |ρnγ,s − ργ,s|} · sup
m

||ξm||BLp ≤ ε/3.
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Since P (hnξ
′
n) weakly converges to P (ξ′) in BLq, we can choose n2 so that for n ≥ n2

|⟨P (hnξ
′
n) − P (ξ′), η⟩| ≤ ε/3.

Therefore for n ≥ max(n1, n2)

|⟨hn(Pn(ξn)) − P (ξ), η⟩| ≤ ε.

Thus limn→∞⟨hn(Pn(ξn)), η⟩ = ⟨P (ξ), η⟩. This means that hn(Pn(ξn))|Ω weakly converges

to P (ξ)|Ω in Lq(XΩ). ¤

6.3. Proof of Surjectivity. Let (E1, A1) and (E2, A2) be two pairs of a principal SU(2)-

bundle over X and an ASD connection on it. We define the Lq-distance between their

gauge equivalence classes by (recall q > 4)

dLq([E1, A1], [E2, A2]) := inf
g:E1→E2

||A2 − g(A1)||Lq(X) ,

where g runs over bundle isomorphisms between E1 and E2. If E1 and E2 are not iso-

morphic, then we set dLq([E1, A1], [E2, A2]) := ∞. Recall that M denotes a set of gauge

equivalence classes of (E, A) satisfying the conditions (a), (b), (c) in the beginning of

Section 3.2. Let L ⊂ M be a subset such that there exists δ > 0 satisfying Bδ(L) ⊂ M .

Here Bδ(L) ⊂ M means that if a pair (E, A) of a principal SU(2)-bundle E over X and

an ASD connection A on E satisfies dLq([E, A], [F, B]) ≤ δ for some [F, B] ∈ L then

[E, A] ∈ M . We define GlD(L) ⊂ GlD by

GlD(L) := {[(Eγ, Aγ, ργ,s)γ∈Γ,s∈S] ∈ GlD| [Eγ, Aγ] ∈ L for all γ ∈ Γ}

Let B be the set of all gauge equivalence classes of (F,B) where F is a principal SU(2)-

bundle over X♯(Γ,S) and B is a connection on it. By using the cut-off construction in

Section 3.3, we have the map:

J : GlD → B, [θ] 7→ [E(θ),A′(θ)].

For [Fi, Bi] ∈ B (i = 1, 2), we define their BLq-distance by

dBLq([F1, B1], [F2, B2]) := inf
g:F1→F2

||B2 − g(B1)||BLq .

(This may be +∞.) For ν > 0 we define a subset U(L, ν) ⊂ B by

U(L, ν) := {[F, B] ∈ B| dBLq([F, B], J(GlD(L))) < ν,
∣∣∣∣F+

B

∣∣∣∣
BLp < ν3/2}.

Here dBLq([F, B], J(GlD(L))) < ν means that there exists a gluing data [θ] ∈ GlD(L)

such that dBLq([F, B], [E(θ),A′(θ)]) < ν. The following lemma will be used in Section 8.

(This is essentially given in Donaldson-Kronheimer [5, Lemma (7.2.43)].)

Lemma 6.10. There exists b0 = b0(M, ν) and ν ′ = ν ′(ν) such that if b = N
√

λ ≤ b0 and

[F, B] ∈ B satisfies for all γ ∈ Γ

inf
[E,A]∈L

dLq([F |X′′
γ
, B|X′′

γ
], [E|X′′

γ
, A|X′′

γ
]) < ν ′,

∣∣∣∣F+
B

∣∣∣∣
BLp < ν3/2,
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then we have [F,B] ∈ U(L, ν)

Proof. There are [Eγ, Aγ] ∈ M (γ ∈ Γ) and bundle maps gγ : F |X′′
γ
→ Eγ|X′′

γ
such that

||gγ(B) − Aγ||Lq(X′′
γ ,g) < ν ′.

From (14) we get ∣∣∣∣Aγ − A′
γ

∣∣∣∣
Lq(X′′

γ ,g)
≤ constM · b1+4/q.

Hence ∣∣∣∣gγ(B) − A′
γ

∣∣∣∣
Lq(X′′

γ ,g)
< ν ′ + constM · b1+4/q.

For each γ ∈ Γ and s ∈ S, we set hγ,s := gγsg
−1
γ : Eγ → Eγs over the “neck” Wγ,s :=

X ′′
γ ∩X ′′

γs Then
∣∣∣∣hγ,s(A

′
γ) − A′

γs

∣∣∣∣
Lq(Wγ,s,g)

≤ 2(ν ′+constM ·b1+4/q) =: ε. In the exponential

gauges of Aγ around xγ,s and yγ,s, the connection matrix A′
γ = 0 over the necks. Therefore,

in these gauges, ||dhγ,s||Lq(Wγ,s,g) ≤ ε. Using the Sobolev embedding Lq
1 ↪→ C0,1−4/q, we get

|hγ,s(x) − hγ,s(y)| ≤ const · ε|x − y|1−4/q,

for any x, y ∈ Wγ,s. (The above “const” does not depend on λ.) Since the right-hand-side

is sufficiently small, there is ργ,s : (Eγ)xγ,s → (Eγs)yγs,s such that hγ,s = ργ,se
uγ,s and uγ,s

satisfies

(61) ||duγ,s||Lq(Wγ,s,g) ≤ const · ε, |uγ,s| ≤ const · λ1/2−2/qε.

Set θ := (Eγ, Aγ, ργ,s)γ,s.

We define kγ : Eγ|X′′
γ
→ Eγ|X′′

γ
as follows; kγ is equal to e(1−β′

γ)uγ,s around the points

xγ,s, and equal to e−(1−β′
γ)ũγs−1,s (ũγ,s = ργs−1,suγs−1,sρ

−1
γs−1,s) around the points yγ,s. kγ

is equal to 1 outside the “neck” regions. We set g̃γ := kγgγ : F |X′′
γ
→ Eγ|X′′

γ
. These

compatibly (i.e. g̃γs = ργ,sg̃γ) define g̃ : F → E(θ). We have g̃γ(B) − A′
γ = kγ(gγ(B) −

A′
γ) + kγ(A

′
γ) − A′

γ. From (61) we have
∣∣∣∣kγ(A

′
γ) − A′

γ

∣∣∣∣
Lq(Wγ,s,g)

≤ const · ε. (Note that

|dβ′
γ ⊗ uγ,s| ≤ const · λ−2/qε and hence

∣∣∣∣dβ′
γ ⊗ uγ,s

∣∣∣∣
Lq(Wγ,s,g)

≤ const · ε.) Therefore we

have

||g̃(B) − A′(θ)||BLq ≤ const · ε.

¤

Recall that L ⊂ M satisfies Bδ(L) ⊂ M where Bδ(L) is the δ-neighborhood of L with

respect to the Lq-distance.

Theorem 6.11. There are ν0(δ) > 0, N0 > 0 and λ0(N, ν, δ) > 0 satisfying the following:

If ν ≤ ν0(δ), N ≥ N0 and λ ≤ λ(N, ν, δ) then for any [F, B] ∈ U(L, ν) there exist

[θ] ∈ GlD and ξ ∈ BLp(Ω+(E(θ))) satisfying

[F, B] = [E, A′(θ) + Pθ(ξ)], ||ξ||BLp ≤ 3ν3/2.
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In particular if [F,B] ∈ U(L, ν) and B is an ASD connection, then there exists [θ] ∈ GlD

satisfying [F,B] = [E(θ), A(θ)] (see Proposition 4.3 and the statement of the uniqueness

of ξ there).

We will prove this theorem by using the continuity method developed in Donaldson-

Kronheimer [5, Section 7.2.4, 7.2.5].

Let [F,B] ∈ U(L, ν). There is [F, B′] ∈ J(GlD(L)) satisfying B = B′ + b with

||b||BLq < ν. For t ∈ [0, 1] we set Bt := B′ + tb. For small ν > 0 and b = 4N
√

λ > 0,

all Bt are contained in U(L, ν); In fact, when t = 0, ||F+(B0)||BLp = ||F+(B′)||BLp ≤
constM · b4/p < ν3/2. For t ∈ (0, 1], F+(Bt) = tF+(B) + (1 − t)F+(B′) + (t2 − t)(b ∧ b)+.∣∣∣∣F+(Bt)

∣∣∣∣
BLp ≤ t

∣∣∣∣F+(B)
∣∣∣∣

BLp + (1 − t)
∣∣∣∣F+(B′)

∣∣∣∣
BLp + const · (t − t2) ||b||2BLq ,

< t · ν3/2 + constM · (1 − t)(b4/p + ν2) ≤ ν3/2.

Hence [F,Bt] ∈ U(L, ν).

Let ε > 0 be a small number which will be fixed later. Let S ⊂ [0, 1] be the set

of t ∈ [0, 1] such that there exist a gluing data θt, ξt ∈ BLp(Ω+(E(θt))) and a gauge

transformation ut : F → E(θt) satisfying

(62) ut(Bt) = A′(θt) + Pθt(ξt), ||ξt||BLp < ε.

We have 0 ∈ S. From this equation, we have ut(F
+(Bt)) = F+(A′(θt)) + ξt + (Pθtξt ∧

Pθtξt)
+. Hence

||ξt||BLp ≤
∣∣∣∣F+(Bt)

∣∣∣∣
BLp +

∣∣∣∣F+(A′(θt))
∣∣∣∣

BLp + constM · ||ξt||2BLp ,

≤ ν3/2 + const′M · b4/p + constM · ε ||ξt||BLp .

We choose ε > 0 so that constM · ε ≤ 1/2. Then

||ξt||BLp ≤ 2(ν3/2 + const′Mb4/p).

We choose ν and b sufficiently small so that 2(ν3/2+const′Mb4/p) ≤ 3ν3/2 ≤ ε/2. Therefore

we get

(63) ||ξt||BLp ≤ 3ν3/2 ≤ ε/2.

In particular, from the open condition ||ξt||BLp < ε, we have deduced the closed condition

||ξt||BLp ≤ ε/2.

Now we will prove that S is a closed set in [0, 1]. Let tn ∈ S (n = 1, 2, 3, · · · ) be

a sequence converging to t ∈ [0, 1]. Set θn = θtn = (Enγ, Anγ, ρnγ,s)γ∈Γ,s∈S. We have

un(Btn) = A′
n + Pn(ξn) with ||ξn||BLp ≤ ε/2. From the argument before Lemma 6.9, using

some gauge transformations, we can suppose that θn converges to θ = (Eγ, Aγ, ργ,s)γ∈Γ,s∈S

as follows; There is n0(γ) > 0 for each γ ∈ Γ such that Enγ = Eγ, Anγ = Aγ + α̃nγ (αnγ ∈
H1

Aγ
), ρnγ,s = ργ,se

vnγ,s for n ≥ n0(γ), and αnγ and vnγ,s converge to 0 as n → ∞. Moreover

there exist ξ ∈ BLp(Ω+(adE)), an exhausting sequence Ω1 ⊂ Ω2 ⊂ Ω3 ⊂ · · · ⊂ Γ and

bundle maps hn : En|XΩn
→ E|XΩn

such that hn(ξn)|XΩ
weakly converges to ξ|XΩ

in
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Lp(XΩ) for any finite subset Ω ⊂ Γ. From ||ξn||BLp ≤ ε/2, we have ||ξ||BLp ≤ ε/2. Set

gn := hn ◦ un (over XΩn). Then

gn(Bn) = hn(A′
n) + hn(Pn(ξn)) over XΩn .

For any finite subset Ω ⊂ Γ, the right-hand-side of this equation weakly converges to

A′(θ)+Pθ(ξ) in Lq(XΩ) (Lemma 6.9). On the other hand, if we take a subsequence, there

exists a bundle map g defined over X♯(Γ,S) such that gn weakly converges to g in Lq
1(XΩ)

for each finite subset Ω ⊂ Γ. Then we get

g(Bt) = A′(θ) + Pθ(ξ), ||ξ||BLp ≤ ε/2 < ε.

This shows t ∈ S. Thus S is a closed set in [0, 1].

Next we will prove that S is open in [0, 1]. Suppose that the equation (62) holds at

some t ∈ [0, 1]. Then A′ = A′(θt) satisfies dBLq([A′], [B′]) ≤ ν +const · ε. Therefore if we

choose b, ε and ν small enough, then θt = (Eγ, Aγ, ργ,s)γ∈Γ,s∈S satisfies

(64) Bδ/2([Eγ, Aγ]) ⊂ M,

for every γ ∈ Γ. (Recall that Bδ(L) ⊂ M .)

Consider the following map:

G : B1 → B2, (χ, v, α, η) 7→ e−χ(A′
v,¸ + Pv,¸(η + ξt)) − ut(Bt),

where B1 and B2 denote the Banach spaces defined in Section 6.1. Of course, we consider

only very small (χ, v,α, η) ∈ B1. A′
v,¸ and Pv,¸ is the connection and the operator

defined in Section 5.1. A′
0,0 = A′ = A′(θt) and P0,0 = Pθt . We have G(0) = 0. If we prove

that the derivative of G at the origin (dG)0 : B1 → B2 is isomorphic, then the inverse

mapping theorem and (64) implies that t ∈ S is an inner point. (dG)0 : B1 → B2 is given

by

(dG)0(χ,v, α, η) = T (χ,v, α, η) + [P (ξt), χ] + ∂vPv,0(ξt) + ∂¸P0,¸(ξt),

where T (χ, v, α, η) = dA′χ + j1(v) + j2(α) + P (η) is the operator given in (48) and P =

P0,0 = Pθt . Proposition 6.6 shows that T is an isomorphism satisfying ||(χ, v, α, η)||B1
≤

K ||T (χ, v, α, η)||B2
. Therefore if we prove ||T − (dG)0|| < K−1, then (dG)0 is an isomor-

phism.

We have ||[P (ξt), χ]||BLq ≤ constM ·||ξt||BLp ||χ||C0 ≤ constM ·ε ||(χ,v, α, η)||B1
from Lemma

6.2 and (46). We have d+
A′ [P (ξt), χ] = [ξt, χ] − [P (ξt) ∧ dA′χ]+. Hence∣∣∣∣d+

A′ [P (ξt), χ]
∣∣∣∣

BLp ≤ ||χ||C0 ||ξt||BLp + ||P (ξt)||BLq ||dA′χ||BL4 .

We have ||dA′χ||BL4 ≤ ||dA′χ + j1(v) + j2(α)||BL4 + ||j1(v)||BL4 + ||j2(α)||BL4 . Recall the

equation (45) (j1(v) = dβ′
γ ⊗ vγ,s over Ω(xγ,s)) and the fact that

∣∣∣∣dβ′
γ

∣∣∣∣
L4 is a constant

independent of the parameters λ and N (because of the conformal invariance of the L4-

norms of 1-forms; see the argument before (17)). Hence (using Lemma 6.2)

(65) ||j1(v)||BL4 ≤ const ||v|| ≤ constM ||(χ, v,α, η)||B1
.
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From Lemma 6.1, ||j2(α)||BL4 ≤ const·||j2(α)||BLq ≤ constM ·||α|| ≤ constM ·||(χ, v,α, η)||B1
.

Hence
∣∣∣∣d+

A′ [P (ξt), χ]
∣∣∣∣

BLp ≤ constM · ε ||(χ, v,α, η)||B1
. Thus ||[P (ξt), χ]||B2

≤ constM ·
ε ||(χ, v,α, η)||B1

.

By using an argument similar to that in Lemma 5.1, we have

||∂vPv,0(ξt)||BLq + ||∂¸P0,¸(ξt)||BLq ≤ constM · ε(||v|| + ||α||) ≤ constM · ε ||(χ, v, α, η)||B1
.

Differentiating the equation d+
A′

v,¸
Pv,¸(ξt) = ξt with respect to v, we have d+

A′∂vPv,0(ξt) =

−(j1(v) ∧ P (ξt))
+. Using the above (65), we have∣∣∣∣d+

A′∂vPv,0(ξt)
∣∣∣∣

BLp ≤ ||j1(v)||BL4 ||P (ξt)||BLq ≤ constM · ε ||(χ, v,α, η)||B1
.

Similarly ∣∣∣∣d+
A′∂¸P0,¸(ξt)

∣∣∣∣
BLp ≤ constM · ε ||α|| ≤ constM · ε ||(χ, v, α, η)||B1

.

Therefore

||∂vPv,0(ξt)||B2
+ ||∂¸P0,¸(ξt)||B2

≤ constM · ε ||(χ,v, α, η)||B1
.

Thus

||(dG)0(χ, v, α, η) − T (χ, v,α, η)||B2
≤ constM · ε ||(χ,v, α, η)||B1

.

Hence if we choose ε small enough, then (dG)0 is an isomorphism. This shows that S is

open in [0, 1]. S is a non-empty open closed set in [0, 1]. Thus S = [0, 1]. In particular

we have 1 ∈ S. This proves Theorem 6.11.

7. Estimation of the mean dimension

As in the previous sections, M denotes a set of equivalence classes of (E, A) (E is a

principal SU(2)-bundle over X and A is an ASD connection on it) which satisfies the

conditions (a), (b), (c) in the beginning of Section 3.2. GlD = GlDM is the set of the

equivalence classes of M -gluing data defined in Definition 3.2. GlD is endowed with the

topology of “point-wise convergence” as follows. A sequence [θn] = [Enγ, Anγ, ρnγ,s]γ∈Γ,s∈S

in GlD (n ≥ 1) converges to [θ] = [Eγ, Aγ, ργ,s]γ∈Γ,s∈S if the following condition is satisfied.

For any finite subset Ω ⊂ Γ, there exist n0(Ω) > 0 and bundle isomorphisms gnγ : Enγ →
Eγ for n ≥ n0(Ω) and γ ∈ Ω such that gnγ(Anγ) converges to Aγ (as n → ∞) in the C∞-

topology for all γ ∈ Ω, and that gnγsρnγ,sg
−1
nγ : (Eγ)xγ,s → (Eγs)yγs,s converges to ργ,s for

any (γ, s) with γ, γs ∈ Ω. This topology is metrizable and compact (because we suppose

that M is compact). Γ continuously acts on GlD by (this is a right action)

[Eγ, Aγ, ργ,s]γ∈Γ,s∈S · g := [Egγ, Agγ, ρgγ,s]γ∈Γ,s∈S,

where we naturally consider that (Egγ, Agγ) is a data defined on Xγ and that ρgγ,s is

a map from (Egγ)xγ,s to (Egγ)yγs,s . A distance on GlD is given as follows: For n ≥ 1,
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[θ] = [Eγ, Aγ, ργ,s]γ∈Γ,s∈S and [θ′] = [Fγ, Bγ, ρ
′
γ,s]γ∈Γ,s∈S in GlD, we define δn([θ], [θ′]) by

δn([θ], [θ′]) := inf
gγ :Eγ→Fγ(γ∈Bn)

( ∑
γ∈Bn

||gγ(Aγ) − Bγ||L∞(X) +
∑

γ,γs∈Bn

|gγsργ,sg
−1
γ − ρ′

γ,s|

)
,

where Bn is the n-ball (with respect to the word distance) centered at the origin in Γ and

gγ (γ ∈ Bn) runs over bundle isomorphisms between Eγ and Fγ. If Eγ is not isomorphic

to Fγ for some γ ∈ Bn, then we set δn([θ], [θ′]) := +∞. We define a distance d([θ], [θ′]) by

d([θ], [θ′]) :=
∑
n≥1

1

2n

δn([θ], [θ′])

1 + δn([θ], [θ′])
.

We define the space M(GlD) = M(GlDM) by

M(GlD) := {[E(θ),A(θ)]| [θ] ∈ GlD}.

M(GlD) is endowed with the topology of C∞-convergence on compact subsets in X♯(Γ,S).

This topology is metrizable. Γ continuously acts on M(GlD) by (3). The map

GlD → M(GlD), [θ] 7→ [E(θ),A(θ)],

is Γ-equivariant.

Lemma 7.1. The above map GlD → M(GlD) is a Γ-homeomorphism.

Proof. Proposition 5.5 shows that the map is bijective. Since GlD is compact, it is enough

to prove that the map is continuous.

Let ε > 0 and Ω ⊂ Γ be a finite subset. Let θ1 = (E1γ, A1γ, ρ1γ,s)γ∈Γ,s∈S and θ2 =

(E2γ, A2γ, ρ2γ,s)γ∈Γ,s∈S be two gluing data. Let d = d(M, ε) be the positive constant given

by Corollary 6.8. Suppose that E1γ = E2γ for γ ∈ Bd+1(Ω) and that ||A1γ − A2γ||Lq

and |ρ1γ,s − ρ2γ,s| (γ ∈ Bd(Ω), s ∈ S) are sufficiently small. We define another gluing

data θ′ := (E ′
γ, A

′
γ, ρ

′
γ,s)γ∈Γ,s∈S by (E ′

γ, A
′
γ, ρ

′
γ,s) = (E1γ, A1γ, ρ1γ,s) for γ ∈ Bd(Ω) and

(E ′
γ, A

′
γ, ρ

′
γ,s) = (E2γ, A2γ, ρ2γ,s) for γ ∈ Γ \ Bd(Ω). From Corollary 6.8, we have (for

γ ∈ Ω)

||A(θ1) − A(θ′)||Lq(X′′
γ ,g) < ε.

On the other hand, for all γ ∈ Γ and s ∈ S we have E2γ = E ′
γ,

∣∣∣∣A2γ − A′
γ

∣∣∣∣
Lq(X′′

γ ,g)
≪ 1

and |ρ2γ,s − ρ′
γ| ≪ 1. Therefore (using the arguments in Section 5.1)

dBLq([A(θ2)], [A(θ′)]) < ε.

Thus there exists a bundle map g from E(θ1) to E(θ2) over Ω such that for all γ ∈ Ω

||g(A(θ1)) − A(θ2)||Lq(X′′
γ ,g) < 2ε.

This shows that GlD → M(GlD) is continuous. ¤
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In the rest of this section we assume that Γ is amenable. Let Ω1 ⊂ Ω2 ⊂ Ω3 ⊂ · · · be

an amenable sequence in Γ. This sequence satisfies (for any r > 0)

(66) |Br(Ωn)|/|Ωn| → 1 (n → ∞),

where Br(Ωn) is the r-neighborhood of Ωn. For each Ωn we define the distance dΩn([θ], [θ′])

on GlD by

dΩn([θ], [θ′]) := max
g∈Ωn

d([θ].g, [θ′].g).

Proposition 7.2.

dim(M(GlD) : Γ) ≤ 3|S| + dim M,

where dim M denotes the (topological) covering dimension of M .

Proof. From Lemma 7.1, it is enough to prove that

dim(GlD : Γ) ≤ 3|S| + dim M.

Fix any ε > 0. Take n0 = n0(ε) > 0 satisfying∑
n≥n0

1

2n
< ε.

For any finite set Ω ⊂ Γ, we define B−1(Ω) as the set of γ ∈ Ω satisfying γs ∈ Ω for all

s ∈ S. We define a finite dimensional compact metrizable space GlD|Ω by

GlD|Ω := {
(
(Eγ, Aγ)γ∈Ω, (ργ,s)γ∈B−1(Ω),s∈S

)
| [Eγ, Aγ] ∈ M, ργ,s : (Eγ)xs → (Eγs)ys}/ ∼,

where the equivalence relation ∼ is defined as follows. θ =
(
(Eγ, Aγ)γ∈Ω, (ργ,s)γ∈B−1(Ω),s∈S

)
is equivalent to θ′ =

(
(Fγ, Bγ)γ∈Ω, (ρ′

γ,s)γ∈B−1(Ω),s∈S

)
if there exist gγ : Eγ → Fγ (γ ∈ Ωn)

such that gγ(Aγ) = Bγ for all γ ∈ Ω and ρ′
γ,sgγ = gγsργ,s for all (γ, s) ∈ B−1(Ωn) × S.

There is a natural projection GlD → GlD|Ω. Consider the following projection map:

GlD|Ω → MΩ.

The topological dimension of each fiber of this map is ≤ 3|Ω||S|. Hence

dim GlD|Ω ≤ |Ω| dim M + 3|Ω||S|.

For each Ωn in the amenable sequence, consider the following map

p : GlD → GlD|Bn0(Ωn).

If p([θ]) = p([θ′]), then we have

dΩn([θ], [θ′]) < ε.

Therefore (see Appendix B)

Widimε(GlD, dΩn) ≤ dim
(
GlD|Bn0 (Ωn)

)
≤ |Bn0(Ωn)|(dim M + 3|S|).

Using (66), we get

Widimε(GlD : Γ) = lim
n→∞

Widimε(GlD, dΩn)/|Ωn| ≤ dim M + 3|S|.
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This holds for any ε > 0. Thus we get the above result. ¤

Let [E, A] ∈ M . We call this point a regular point of M if [E,A] ∈ M0 and there

is δ > 0 such that, for any ASD connection B on E satisfying dLq([A], [B]) ≤ δ, the

pair [E,B] is contained in M0. Remember that for any [E, A] ∈ M0 the connection A is

irreducible (see (b) in the beginning of Section 3.2) and then its isotropy group is {±1}.

Proposition 7.3. Let [E, A] be a regular point of M , then we have

dim(M(GlD) : Γ) ≥ 3|S| + dim H1
A.

Proof. We will prove dim(GlD : Γ) ≥ 3|S| + dim H1
A. There is a compact neighborhood

K of the origin in H1
A such that, for all α ∈ K, [E, A + α̃] ∈ M0 and the map K ∋ α 7→

[E, A + α̃] ∈ M0 is injective. Here A + α̃ is the ASD connection introduced in Section

3.4.2. Let HomSU(2)(Exs , Eys) be the space of SU(2)-isomorphisms between the fibers

Exs and Eys (s ∈ S). Let Ls ⊂ HomSU(2)(Exs , Eys) be a compact set such that Ls is

homeomorphic to a three dimensional ball and that, for any u, v ∈ Ls, we have u ̸= −v.

Then we have a natural Γ-equivariant continuous map(
K ×

∏
s∈S

Ls

)Γ

→ GlD.

From the conditions of K and Ls, this map is injective. Therefore

dim(GlD : Γ) ≥ dim

(
K ×

∏
s∈S

Ls

)Γ

: Γ

 = dim

(
K ×

∏
s∈S

Ls

)
= dim H1

A + 3|S|.

¤

8. Proof of Theorem 2.3

In this and the next sections we set X := S4 with the metric h satisfying the conditions

(i), (ii) in the beginning of Section 2.1. Let 0 ≤ c < c < +∞ and d ∈ (2, +∞]. As

in Section 2.1 we define M = MS4(c, d) as the space of the gauge equivalence classes of

(E, A) where E is a principal SU(2)-bundle over S4 and A is an ASD connection on it

satisfying ||FA||Ld(S4,h) ≤ c. We set M1 := {[S4 × SU(2), the product connection]} and

M0 := M \ M1.

If A is an ASD connection on (S4, h), then A is also ASD with respect to the standard

metric on S4 because h is conformally equivalent to the standard one. Therefore all non-

flat ASD connections on (S4, h) are regular. In particular, M = M0 ⊔ M1 satisfies the

conditions (a), (b), (c) in the beginning of Section 3.2. We consider the gluing data space

GlD = GlDM for this M = MS4(c, d).
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Recall that M(c, d) is the space of [E, A] where E is a principal SU(2)-bundle over

(S4)♯(Γ,S) and A is an ASD connection on it satisfying (2):

||FA||Ld(X′′
γ ,g) ≤ c for all γ ∈ Γ.

(Here X ′′
γ = Uγ in the notation of Section 2.1.)

Proposition 8.1. There are N0(c, c, d) > 0 and λ0(c, c, d, N) > 0 such that if N ≥
N0(c, c, d) and λ ≤ λ0(c, c, d, N) then

M(c, d) ⊂ M(GlD),

i.e., for any [E, A] ∈ M(c, d) there exists [θ] ∈ GlD satisfying [E, A] = [E(θ),A(θ)].

We need some preliminary results for the proof of this proposition. Our argument is

based on Donaldson-Kronheimer [5, Section 7.3]. The following proposition is given in [5,

Proposition 7.3.3], and we omit the proof.

Proposition 8.2. Let T > 0 and k > 0. Consider (−T, T ) × S3 with the usual product

metric. There are positive constants η and C = C(k) (η is independent of T and k, and

C is independent of T ) such that if an ASD connection A on (−T, T ) × S3 satisfies

||F (A)||2L2 :=

∫
(−T,T )×S3

|F (A)|2dvol ≤ η2,

then

|F (A)| ≤ Ce2(|t|−T ) ||F (A)||L2 ,

for all (t, θ) ∈ (−T, T ) × S3 with |t| ≤ T − k.

Using the stereographic projection, we can translate this proposition to a result on the

Euclidean space:

Corollary 8.3. Let σ > 0 and λ > 0 with λ/σ ≤
√

λ/2. Set k := 0.9 and

Ω := {x ∈ R4| kλ/σ < |x| < k−1σ}.

There exist η > 0 and C > 0 (independent of σ and λ) such that if an ASD connection A

on Ω satisfies

||F (A)||2L2 :=

∫
Ω

|F (A)|2dvol ≤ η2,

then

|F (A)| ≤ C

σ2
||F (A)||L2 (

√
λ/2 ≤ |x| ≤ σ).

Moreover A can be represented by the connection matrix satisfying

|A| ≤ C|x|
σ2

||F (A)||L2 (
√

λ/2 ≤ |x| ≤ σ).

Proof. See Donaldson-Kronheimer [5, p. 314]. ¤
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Lemma 8.4. For any ν > 0 there is λ0 > 0 such that if λ ≤ λ0 then all [E, B] ∈ M(c, d)

satisfies

inf
[A]∈MS4 (c,d)

dLq([B|X′′
γ
], [A|X′′

γ
]) < ν for all γ ∈ Γ.

Note that [A] runs over MS4(c, d) (not M = MS4(c, d)).

Proof. We can prove this lemma by using the argument in [5, Section 7.3.4]. For ε > 0

we set (cf. Section 3.4.3)

Xε := S4 \

(∪
s∈S

B̄(xs, ε) ∪ B̄(ys, ε)

)
.

Suppose the above statement is false. Then there are ν > 0 and a decreasing sequence

λ1 > λ2 > λ3 > · · · → 0 and ASD connections Bn on Xλn/σ (σ is a small positive constant

chosen below) satisfying

(67) ||F (Bn)||Ld(X√
λn/2,g) ≤ c,

(68) inf
[A]∈MS4 (c,d)

dLq([Bn|X√
λn/2

], [A|X√
λn/2

]) ≥ ν.

Let Ω′
n(xs) and Ω′

n(ys) (s ∈ S) be the annulus regions (in X) around xs and ys of inner

radius = kλn/σ and outer radius = σ. Since d > 2, we can choose σ > 0 so small that all

Bn and [A] ∈ MS4(c, d) have curvatures of L2-norm ≤ η over each Ω′
n(xs) and Ω′

n(ys). (η

is a positive constant given in Corollary 8.3.)

From (67) and d > 2, the Uhlenbeck compactness implies that (if we choose a subse-

quence) there exists [A] ∈ MS4(c, d) such that [Bn] converges to [A] in the C∞-topology

over compact subsets in X \ {xs, ys| s ∈ S}.
On the other hand, from Corollary 8.3, Bn and A can be represented over Ω′

n(xs) and

Ω′
n(ys) by the connection matrices satisfying

|Bn| ≤ const · |x|, |A| ≤ const · |x| (
√

λn/2 ≤ |x| ≤ σ),

where “const” is a positive constant independent of λn. This estimate and the C∞-

convergence mentioned above imply

dLq([Bn|X√
λn/2

], [A|X√
λn/2

]) → 0.

This contradicts (68). ¤

Proof of Proposition 8.1. Set L := MS4(c, d) b M = MS4(c, d). For any ν > 0, Lemma

6.10 and Lemma 8.4 implies (for appropriate N and λ) M(c, d) ⊂ U(L, ν). Then, from

Theorem 6.11, for any [E, A] ∈ M(c, d) there exists [θ] ∈ GlDM satisfying [E, A] =

[E(θ), A(θ)]. ¤
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Proof of Theorem 2.3. (i) Take c̄ such that 0 ≤ c < c̄ < c0(d). Then M := MS4(c̄, d) = M1

i.e., M consists only of the product connection. Then all A(θ) ([θ] ∈ GlDM) become flat

connections. (See Remark 4.5.) Since we have M(c, d) ⊂ M(GlDM) (for appropriate N

and λ), M(c, d) is equal to the moduli space of flat SU(2)-connections.

(ii) Fix N = N0(c, c̄, d) (the constant in Proposition 8.1). Using Propositions 7.2 and 8.1,

we get (λ ≪ 1)

dim(M(c, d) : Γ) ≤ dim(M(GlD) : Γ) ≤ 3|S| + dim MS4(c, d).

¤

9. Proof of Theorem 2.4

In this section we suppose X = S4 and d ∈ (2, +∞). Let 0 < c < c < +∞ and

set c′ := (c + c)/2 (c < c′ < c). We also suppose that dim MS4(c, d) > 0. Then there

exists [E0, A0] ∈ MS4(c, d) such that A0 is a regular ASD connection and dim H1
A0

≥
dim MS4(c, d). [E0, A0] becomes a regular point of M ′ := MS4(c′, d). (See Proposition

7.3.)

Proposition 9.1. There is b0(c, c
′, d) > 0 such that if b = 4N

√
λ ≤ b0(c, c

′, d) then

M(GlDM ′) ⊂ M(c, d),

i.e., for any [θ] ∈ GlDM ′ we have

||F (A(θ))||Ld(X′′
γ ,g) ≤ c for all γ ∈ Γ.

Proof. We use an argument similar to that in the proof of Lemma 8.4. Set ε := (c−c′)/2 =

(c − c)/4. Suppose the above statement is false. Then there are parameters λn and

Nn ≥ N0(M
′) (n = 1, 2, 3, · · · ) (N0(M

′) is the constant given by Proposition 4.3) satisfying

bn := 4Nn

√
λn → 0, and M ′-gluing data θn = (Enγ, Anγ, ρnγ,s)γ∈Γ,s∈S such that for some

γn ∈ Γ ∣∣∣∣F (A(n)(θn))
∣∣∣∣

Ld(X′′
γn

,g)
> c,

where A(n) := A(n)(θn) is A(θn) for the parameters λ = λn and N = Nn. Using the

Γ-equivariance, we can assume that γn = e (the identity element of Γ). Taking a subse-

quence, we can also assume that Ene = Eme (=: E) for m ≥ n ≫ 1 and Ane converges to

A ∈ M ′ (an ASD connection on E) in the C∞-topology. Since bn → 0, A(n) converges to A

up to gauge equivalence in the C∞-topology over compact subsets in Xe\{xe,s, ye,s| s ∈ S}
We have a uniform upper-bound on

∣∣∣∣F (A(n))
∣∣∣∣

BLp by Proposition 4.6. Then, from p > 2

and Corollary 8.3, there exists σ > 0 such that in the Euclidean coordinates around xe,s

and ye,s we have |F (A(n))|(x) ≤ constσ for
√

λn/2 < |x| < σ (for all n). Hence for a

sufficiently small σ′ < σ we have (recall: ε = (c − c′)/2)∫
√

λn/2 <|x|<σ′
|F (A(n))|d ≤ εd.
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(Here we have used d < +∞.) |F (A(n))| uniformly converges to |F (A)| over Xe,σ′ . (Xe,σ

is the complement of the balls B(xe,s, σ
′) and B(ye,s, σ

′) in Xe = S4
e .) Hence for n ≫ 1∣∣∣∣F (A(n))

∣∣∣∣
Ld(Xe,σ′ , g)

≤ c′ + ε.

Therefore for n ≫ 1 ∣∣∣∣F (A(n))
∣∣∣∣

Ld(X′′
e , g)

≤ c′ + ε + ε = c.

This contradicts the assumption. ¤

Proof of Theorem 2.4. Using Propositions 7.3 and 9.1, we get (λ ≪ 1)

dim(M(c, d) : Γ) ≥ dim(M(GlDM ′) : Γ) ≥ 3|S| + dim H1
A0

≥ 3|S| + dim MS4(c, d).

¤

Appendix A. Proof of the compactness of M(c, d)

The purpose of this appendix is to prove the following proposition:

Proposition A.1. Let d > 2. Let X be a connected, oriented (possibly non-compact)

Riemannian 4-manifold without boundary, and E be a principal SU(2)-bundle over X.

Let {An}n≥1 be a sequence of ASD connections on E such that for any compact set K ⊂ X

we have

sup
n≥1

||F (An)||Ld(K) < ∞.

Then there exist a subsequence (we also denote it by {An}n≥1), a sequence of gauge trans-

formations gn : E → E and an ASD connection A on E such that gn(An) converges to A

in the C∞-topology over every compact set in X.

This proposition follows from Donaldson-Kronheimer [5, Proposision (4.4.9)]. But,

unfortunately, I think that the proof of [5, Proposision (4.4.9)] contains a gap. I think

that the proof of [5, Lemma (4.4.5)] is not correct (cf. [17, the footnote in p. 5]). The

proof given below essentially uses the fact that the gauge group is SU(2), and I don’t know

whether the same result holds for more general gauge group. In Section 2, we introduce

the moduli space M(c, d) and state that this space is compact in the topology defined

there. This compactness easily follows from the above proposition.

If X is a compact manifold, then the above statement is certainly well-known (see [17,

Theorem E]). So we assume that X is non-compact below.

Lemma A.2. Let Y ⊂ X be a compact submanifold with boundary in X satisfying

H4(X, Y ; Z) = 0. Let g be a gauge transformation of E over Y . (Strictly speaking,

we suppose that g is defined smoothly over a neighborhood of Y .) Then g can be extended

to a gauge transformation of E defined over X.
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Proof. In this proof, we use the fact that the gauge group is SU(2). Since X is non-

compact, E is isomorphic to the product bundle X × SU(2). Hence g can be identified

with the map from Y to SU(2). SU(2) ∼= S3 is 2-connected and π3(SU(2)) = Z. So the

obstruction on the extension of g to X is contained in H4(X, Y ; Z). But this is 0. Hence

g can be extended over X. ¤

From the second countability of X, there exists a sequence of compact submanifolds

with boundary Yk (k ≥ 1) such that

Y1 b Y2 b Y3 b · · · , X =
∪
k≥1

Yk.

Lemma A.3. We can choose the above sequence so that H4(X, Yk; Z) = 0 for all k ≥ 1.

Proof. Let X \ int(Yk) = X1 ⊔ X2 ⊔ · · · ⊔ XN be the decomposition into the sum of the

connected components. N is less than or equal to the number of the connected components

of ∂Yk. Each Xn is a (possibly non-compact) submanifold in X with non-empty boundary

(∂Yk = ∂X1 ⊔ · · · ⊔ ∂XN). We have (by the excision theorem)

H4(X, Yk; Z) =
N∏

n=1

H4(Xn, ∂Xn; Z).

If Xn is non-compact, then we get H4(Xn, ∂Xn; Z) = 0. Hence if we can arrange Yk so

that all Xn becomes non-compact, then we get H4(X, Yk; Z) = 0. This can be easily

achieved as follows: Suppose that X1, X2, · · · , Xm are compact and that Xm+1, Xm+2,

· · · , XN are non-compact. Then we set Y ′
k := Yk ∪X1 ∪X2 ∪ · · · ∪Xm. Y ′

k also becomes a

compact submanifold in X, and X \ int(Y ′
k) = Xm+1 ∪ Xm+2 ∪ · · · ∪ XN . Since each Xn

(n ≥ m + 1) is non-compact, we get H4(X, Y ′
k ; Z) = 0. ¤

We suppose that the sequence Yk satisfies H4(X, Yk; Z) = 0.

Proof of Proposition A.1. Using a collar neighborhood of ∂Yk, we can construct a open

set Uk ⊃ Yk (in X) which is diffeomorphic to Yk ∪∂Yk
∂Yk × [0, 1). We can arrange them

so that U1 ⊂ U2 ⊂ U3 ⊂ · · · . Using [17, Thoerem E’] for these Uk and a diagonal process,

we get a subsequence (we also denote it by {An}) satisfying the following: For each k ≥ 1

there exist a sequence of gauge transformations g
(k)
n on Uk and an ASD connection A(k)

defined over Uk such that g
(k)
n (An) converges to A(k) (n → ∞) in the C∞-topology over

compact subsets in Uk.

For each k ≥ 1, A(k+1) is gauge equivalent to A(k) over Uk. Hence there exists a gauge

transformation hk defined over Uk satisfying hk(A
(k+1)) = A(k) on Uk. Using Lemma

A.2, we have a gauge transformation h′
k defined over X which is equal to hk over a

neighborhood of Yk. We have h′
k(A

(k+1)) = A(k) over a neighborhood of Yk. We define an

ASD connection A over X by setting A := A(1) over Y1 and A := h′
1 ◦ h′

2 ◦ · · · ◦ h′
k−1(A

(k))

over Yk (k ≥ 2). This definition is well-defined.
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For each k ≥ 1, by applying Lemma A.2 to the sequence {h′
1 ◦ h′

2 ◦ · · · ◦ h′
k−1 ◦ g

(k)
n }n≥1,

we get a sequence of gauge transformations {u(k)
n }n≥1 defined over X such that u

(k)
n =

h′
1 ◦ h′

2 ◦ · · · ◦ h′
k−1 ◦ g

(k)
n over Yk. Then u

(k)
n (An) converges to A (n → ∞) in the C∞-

topology over Yk. In particular, there exists nk ≥ 1 satisfying∣∣∣∣A − u(k)
nk

(Ank
)
∣∣∣∣
Ck(Yk)

≤ 1/k.

(Here ||·||Ck(Yk) is a Ck-norm over Yk defined by using a fixed connection on E.) We can

choose the above nk so that n1 < n2 < n3 < · · · . Then u
(k)
nk (Ank

) converges to A (k → ∞)

in the C∞-topology over every compact set in X. ¤

Appendix B. Review of mean dimension

We review the definitions and basic properties of mean dimension. For the detail, see

Gromov [8], Lindenstrauss-Weiss [10] and Lindenstrauss [9].

Let (X, d) be a compact metric space and ε > 0. Let Y be a topological space and

f : X → Y a continuous map. We call f an ε-embedding if we have Diamf−1(y) ≤ ε for

any y ∈ Y . For example, consider [0, 1]× [0, ε] with the standard Euclidean distance, and

let f : [0, 1] × [0, ε] → [0, 1] be the natural projection. Then f is an ε-embedding.

We define Widimε(X, d) as the minimum integer n ≥ 0 such that there exist an n-

dimensional polyhedron P and an ε-embedding f : X → P . For example, we have

Widimε([0, 1] × [0, ε], the Euclidean distance) = 1 for ε < 1. The following is one of the

most basic examples (see Gromov [8, p. 332]). For its proof, see Lindenstrauss-Weiss [10,

Lemma 3.2] or Tsukamoto [14, Example 4.1].

Example B.1. Consider [0, 1]N with the ℓ∞-distance d∞(x, y) = maxi |xi−yi|. For ε < 1

we have

Widimε([0, 1]N , d∞) = N.

Let Γ be a finitely generated infinite group with a finite generating set S. Γ is equipped

with the word distance: for γ, γ′ ∈ Γ, we define d(γ, γ′) as the minimum integer n ≥ 0

such that there exist γ1, · · · , γn in S ∪ S−1 satisfying γ−1γ′ = γ1 · · · γn.

For a finite subset Ω ⊂ Γ and r > 0, we define the r-boundary ∂rΩ ⊂ Γ as the set of

γ ∈ Γ such that the r-ball B(γ, r) around γ has non-empty intersection with both Ω and

Γ \Ω. Let Ω1 ⊂ Ω2 ⊂ Ω3 ⊂ · · · be a sequence of finite subsets in Γ. We call this sequence

an amenable sequence if for any r > 0 we have |∂rΩn|/|Ωn| → 0 as n goes to ∞. We call

Γ an amenable group if it has an amenable sequence. In this appendix we assume that Γ

is an amenable group with an amenable sequence Ω1 ⊂ Ω2 ⊂ Ω3 ⊂ · · · . For example, Z
is an amenable group with the amenable sequence Ωn := {0, 1, · · · , n}.

Suppose that Γ continuously (not necessarily isometrically) acts on X. (We suppose

that the action is a right-action.) For a finite subset Ω ⊂ Γ we define the distance dΩ(·, ·)
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by setting

dΩ(x, y) := sup
γ∈Ω

d(x.γ, y.γ),

for x, y ∈ X. For ε > 0 we define Widimε(X : Γ) by

Widimε(X : Γ) := lim
n→∞

Widimε(X, dΩn)/|Ωn|.

This limit always exists, and it is independent of the choice of amenable sequences. (see

Gromov [8, pp. 336-338] and Lindenstrauss-Weiss [10, Appendix]). We define the mean

dimension dim(X : Γ) by

dim(X : Γ) := lim
ε→0

Widimε(X : Γ).

(This might be infinity.) The value of dim(X : Γ) is a topological invariant. That is, if

two distances d and d′ on X defines the same topology, then we have dim((X, d) : Γ) =

dim((X, d′) : Γ). The following is the most basic result. (See Gromov [8, p. 340] and

Lindenstrauss-Weiss [10, Proposition 3.1, 3.3].)

Example B.2. Let K be a compact metric space and set X := KΓ. Γ acts on X by the

shift action: for x = (xγ)γ∈Γ ∈ X and g ∈ Γ we set

x.g = (yγ)γ∈Γ, yγ := xgγ.

Then we have

dim(X : Γ) ≤ dim K,

where dim K denotes the topological covering dimension of K. Moreover if K is a finite

polyhedron, then we have

dim(X : Γ) = dim K.

Proof. Set N := dim K and we suppose DiamK = 1 for simplicity. Let w : Γ → R>0 be a

positive function satisfying w(e) = 1 (e is the identity element of Γ) and
∑

γ∈Γ w(γ) = 2.

We define the distance d(x, y) (x, y ∈ X) by setting

d(x, y) :=
∑
γ∈Γ

w(γ)d(xγ , yγ).

For ε > 0, let r > 0 be a positive number such that the sum of w(γ) over γ ∈ Γ \ B(e, r)

is less than ε. Then for any Ωn, the natural projection

φ : X → KΩn∪∂rΩn

satisfies Diam(φ−1(y), dΩn) < ε for any y ∈ KΩn∪∂rΩn . Therefore

Widimε(X, dΩn) ≤ N |Ωn ∪ ∂rΩn|.

Since limn→∞ |Ωn∪∂rΩn|/|Ωn| = 1, we have Widimε(X : Γ) ≤ N . Hence dim(X : Γ) ≤ N .
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Next we suppose K is a polyhedron. Then there exists a topological embedding

[0, 1]N ↪→ K. So we can assume K = [0, 1]N with the ℓ∞-distance. There exists a distance

non-decreasing continuous map from ([0, 1]N |Ωn|, dℓ∞) to (X, dΩn). Then for ε < 1

Widimε(X, dΩn) ≥ Widimε([0, 1]N |Ωn|, dℓ∞) = N |Ωn|.

Here we have used the result of Example B.1. Hence we get Widimε(X : Γ) ≥ N for

ε < 1. Thus dim(X : Γ) = N . ¤
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