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0 Introduction.

The purpose of this paper is to show that each member of the (PJ)-hierarchy (J = II, IV)
introduced by Gordoa-Joshi-Pickering ([GJP]) is equivalent to the restriction to an ap-
propriate complex line of some degenerate Garnier system studied by Liu and Okamoto
(cf. [L5], cf. also [LO1], [LO2], [L1], [L2], [L3], [L4]) and Kawamuko (cf. [Kwm4].
Its announcement appeared in [Kwm2], cf. also [Kwm1]). An interesting feature of
our results is that the higher order Painlevé equations introduced by [GJP] and the
degenerate Garnier system studied by Liu-Okamoto and Kawamuko have completely
different origins; the former ones are found through non-isospectral scatterings, while
the latter ones are derived from isomonodromic deformations of second order linear
ordinary differential equations. Since the latter ones are expressed in the form of a
Hamiltonian system with several time variables, we can thus find a Hamiltonian struc-
ture for the (PJ)-hierarchy (J = II, IV). This fact is crucially important in carrying out
our Toulouse Project ([KT]), i.e., our program for the thorough understanding of the
Painlevé hierarchy (PJ) (J = I, II, IV), because Takei ([T]) has recently established a
neat way of constructing 2m-parameter solutions of a non-linear ordinary differential
equation of order 2m when it is given in the form of a Hamiltonian system.

The plan of this paper is as follows: In §1 we first recall the definition of the Painlevé
hierarchies and degenerate Garnier systems, then we state main theorems of this article.
In §2, we give a proof of our main theorem for the (PIV)-hierarchy. The proof of our
main theorem for the (PII)-hierarchy is given in §3; we content ourselves with describing
only its important points in order not to bore the reader, as it is basically the same
as that for the case of the (PIV)-hierarchy. In Appendix A we discuss the relation
between the compatibility conditions of a system of linear differential equations with
2 unknown functions and the compatibility conditions of a system of scalar differential
equations derived from the above system of equations given in a matrix form. Although
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the argument is a straightforward one, the results are useful and important in our
discussion. In Appendix B, a list of equations with a large parameter is given for
future reference.

At the end of the introduction, I wish to express my sincere gratitude to Profes-
sors Takahiro Kawai, Takashi Aoki and Yoshitsugu Takei for helpful suggestions and
stimulating discussions.

1 Main theorems.

1.1 The second and the fourth Painlevé hierarchies.

We discuss the second and the fourth Painlevé hierarchies given respectively in Defi-
nition 1.1 and Definition 1.2. As their names indicate, the first member (PII)1 (resp.,
(PIV)1) coincides with the traditional (i.e., the second order) second (resp., fourth)
Painlevé equation. As we will show in [Ko], the hierarchies given below are equivalent
to those introduced by [GJP]; the presentation of the hierarchies in the form of the first
order systems is most suited for our purpose, i.e., for relating them with the Garnier
systems.

Definition 1.1. For m = 1, 2, · · · , (PII)m is, by definition, the following system of
non-linear differential equations:

(PII)m


duj

dt
= −2

[
u1uj + vj + uj+1

]
+ 2cju1

dvj

dt
= 2

[
v1uj + vj+1 + wj

]
− 2cjv1

(1 ≤ j ≤ m) (1.1)

with um+1 = γt, vm+1 = κ. (1.2)

Here {uj, vj}m
j=1 are the unknown functions, γ (6= 0), κ and {cj}m

j=1 are constants, and
{wn} are polynomials of {uj, vj} recursively defined by

wn =
n−1∑
j=1

un−jwj +
n∑

j=1

un−j+1vj +
1

2

n−1∑
j=1

vn−jvj −
n−1∑
j=1

cn−jwj. (1.3)

Remark 1.1. (PII)-hierarchy defined here was called (PII-2)-hierarchy in [KKNT] to
distinguish this hierarchy from another Painlevé hierarchy obtained through a simi-
larity reduction of the modified KdV hierarchy, which was called (PII-1)-hierarchy in
[KKNT]. Because we will not discuss the (PII-1)-hierarchy in this article, we call (PII-2)-
hierarchy just (PII)-hierarchy. See [MM] and [Tks] for the Hamiltonian structure of
(PII-1)-hierarchy and (PI)-hierarchy, respectively.

Remark 1.2. We slightly change the notations of [KKNT] so that we may make the
correspondence of parameters clearer in relating degenerate Garnier systems and higher
order Painlevé equations: the symbols g and δ will be now superseded respectively by
2γ and 2κ.

2



Remark 1.3. Without loss of generality, we can choose c1 to be zero and fix γ as
an arbitrary nonzero constant by using scalings and translations of the independent
and unknown variables. In our main theorem (Theorem 1.3) we choose c1 = 0 and
γ = 2−m−2.

Remark 1.4. (i) First two members of {wn} are given as follows:

w1 = u1v1, (1.4)

w2 = (u1 − c1)w1 +
1

2
v1

2 + u1v2 + u2v1

= u1
2v1 − c1u1v1 + u1v2 + u2v1 +

1

2
v1

2. (1.5)

(ii) (PII)1; by setting c1 = 0, we find u = −2u1 satisfies

d2u

dt2
= 2u3 + 8γtu + 8κ + 4γ. (1.6)

(PII)2; by setting c2 = 0, we find u = −2u1 satisfies

u′′′′ =
1

2u2

[
4uu′u′′ + 3u(u′′)2 − 4(u′)2u′′

+ (10u4 + 32γtu)u′′ + (5u3 − 32γt)(u′)2

+ 32γuu′

− 5u7 − 24c2u
5 − 32γtu4 − (16c2

2 + 48γ + 96κ)u3 + 64γ2t2u
]
, (1.7)

where ′ stands for d/dt.

Definition 1.2. For m = 1, 2, · · · , (PIV)m is, by definition, the following system of
non-linear differential equations:

(PIV)m


duj

dt
= −2

[
u1uj + vj + uj+1

]
+ 2cju1

dvj

dt
= 2

[
v1uj + vj+1 + wj

]
− 2cjv1

(1 ≤ j ≤ m) (1.8)

with um+1 = −(γtu1 + θ1 +
1

2
γ), (1.9)

vm+1 = −wm − γtv1 −
(vm − θ1)

2 − θ2
2

2(um − γt − cm)
. (1.10)

Here {uj, vj}m
j=1 are the unknown functions, γ (6= 0), θ1, θ2 and {cj}m

j=1 are constants,
and {wn} are polynomials of {uj, vj} recursively defined by (1.3).

Remark 1.5. In parallel with the (PII)-hierarchy, we can choose cm = 0 and fix γ to an
arbitrary nonzero constant without loss of generality. Later in Theorem 1.4, we will
choose γ = 2−m. Constants γ, θ1 and θ2 in (PIV)m defined here are related to constants
{gm, κ, θ} used in [GJP] by gm = 2γ, κ = 2θ1 + γ, θ = 4θ2.
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Remark 1.6. (PIV)1; y = −2u1 + 2c1 + 2γt satisfies

d2y

dt2
=

1

2y

(
dy

dt

)2

+
3

2
y2 − 4γty2 + (2γ2t2 − 2γ − 4θ1)y − 8θ1

2

y
.

1.2 The degenerate Garnier system studied by Liu and Okamoto.

Liu and Okamoto studied the holonomic (i.e., isomonodromic) deformation of a linear
ordinary differential equation of the form

d2y

dz2
+ p1(z, t)

dy

dz
+ p2(z, t)y = 0, (1.11)

where

p1(z, t) = −Ag(z, t) −
g∑

k=1

1

z − λk

, Ag(z, t) = 2zg+1 +

g∑
j=1

jtjz
j−1, (1.12)

p2(z, t) = −(2α + 1)zg − 2

g∑
j=1

hjz
g−j +

g∑
k=1

µk

z − λk

(1.13)

for g = 1, 2, · · · . (See [L5] for the result for an arbitrary g ≥ 1. See also [L1]. The cases
for small g were studied in [LO1], [L2] and [L3].) Here α is a constant, t = (t1, · · · , tg)
a deformation parameter, and {λj, µj} are functions of t. The equation (1.11) contains
g regular singular points located at z = λj (1 ≤ j ≤ g), which are with characteristic
exponents 0 and 2, and one irregular singular point at z = ∞.

Liu and Okamoto assumed that α is not a half integer, and that all of z = λj

for 1 ≤ j ≤ g are non-logarithmic singularities. We note that the latter assumption
enables us to determine {hj} uniquely as rational functions of {λj, µj, tj}. In fact the
Frobenius method enables one to fix {hj} as follows ([L5, Proposition 2.1, p.570]):

hj =
1

2

g∑
k=1

[
NkN

j,kµk
2 − Uj,kµk − (2α + 1)NkN

j,kλk
g
]

(1.14)

for j = 1, 2, · · · , g, where

Nk =
1

Λ′(λk)
with Λ(z) =

g∏
j=1

(z − λj) and Λ′(z) =
dΛ

dz
, (1.15)

N j,k = (−1)j−1e
(k)
j−1(λ), (1.16)

Uj,k = NkN
j,kAg(λk, t) +

∑
l=1,2,··· ,g

l6=k

NkN
j,k + NlN

j,l

λk − λl

, (1.17)

with e
(k)
l being the l-th symmetric polynomial of {λj; j 6= k}. (We set e

(k)
0 = 1 as a

convention.)
Liu and Okamoto then proved the following:
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Theorem 1.1. ([L5, Main theorem (p.560), Propositoin 1.1 (p.568)])
We assume that {λj} are non-logarithmic singular points of (1.11), that {λj(t), µj(t)}
are functions of t = (t1, . . . , tg), that α is a constant and not a half-integer, and that
all singular points of (1.11) are distinct. Then the following conditions (i), (ii) and
(iii) are equivalent:

(i) Eq. (1.11) admits a monodoromy preserving deformation with respect to t in the
sense of [JMU].

(ii) There exist {Ak,Bk}g
k=1, which are rational functions in z, such that (1.11) and

the following equations for k = 1, 2, · · · , g are completely integrable:

∂y

∂tk
= Ak

∂y

∂z
+ Bky. (1.18)

(iii) {λj, µj} satisfy the following completely integrable Hamiltonian systems:

∂λj

∂tk
=

∂Hk

∂µj

,
∂µj

∂tk
= −∂Hk

∂λj

(1.19)

for j, k = 1, 2, · · · , g. Here

Hj = 2

j−1∑
i=0

ai+1(t)(hj−i + T ∗
j−i) (1 ≤ j ≤ g), (1.20)

where {aj(t)} and {T ∗
l } are given by

a1(t) =
1

2
, a2(t) = 0, ar+1(t) = −1

2

r−1∑
j=1

Tg+j−r+1aj(t) (2 ≤ r ≤ g − 1), (1.21)

Tl =

{
ltl (1 ≤ l ≤ g)

0 (otherwise)
, (1.22)

T ∗
l =

1

4
(l − 1)Tg−l+2 +

1

8

g∑
j=1

TjTg−j−l+2 (1 ≤ l ≤ g). (1.23)

These degenerate Garnier systems (1.19) are called Ag-systems.

Remark 1.7. Functions {Aj} are explicitly determined in [L5, Proposition 2.1, p.572].
In particular [L5] gives

A1 =
1

2Λ(z)
=

1

2(z − λ1) · · · (z − λg)
. (1.24)

Once {Aj} are given, we can determine {Bj} by using the compatibility condition of
(1.11) and (1.18). (See (A.12) and (A.13) in Appendix A.) In fact we can determine
Bj by (A.15) with x = z, t = tj, p = p1, q = p2, A = Aj and B = Bj. We also note
that for each j, (1.19) is known to be equivalent to (A.16) ([L5, §5]).
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1.3 The degenerate Garnier system studied by Kawamuko.

Kawamuko considered the holonomic deformation of the following linear ordinary dif-
ferential equation of the second order in [Kwm4]. (Its announcement was given in
[Kwm2]. Cf. [Kwm1].)

d2y

dz2
+ p1(z, t)

dy

dz
+ p2(z, t)y = 0, (1.25)

where

p1(z, t) = −
g+1∑
k=0

tkz
k−1 −

g∑
k=1

1

z − λk

(tg+1 = 1, t0 = κ0 − 1), (1.26)

p2(z, t) = κ∞zg−1 − 1

z

g∑
k=1

hg+1−kz
k−1 +

g∑
k=1

λkµk

z(z − λk)
(1.27)

for g = 1, 2, · · · . Here κ0 and κ∞ are constants, t = (t1, · · · , tg) is a deformation
parameter, and {(λj, µj)} are functions of t. The equation (1.25) contains g regular
singular points located at z = λj (1 ≤ j ≤ g) with characteristic exponents being 0
and 2, one regular singular point at z = 0 with characteristic exponents 0 and κ0, and
one irregular singular point at z = ∞.

He also assumed that neither κ0 nor 2κ∞ − κ0 is an integer, and that any of z = λj

is non-logarithmic singular point. As in the case of Ag-systems discussed in §1.2, {hj}
can be uniquely determined as rational functions of {λj, µj, tj} as follows:

hj+1 = (−1)j

g∑
l=1

e
(l)
j

Λ′(λl)

{
λlµ

2
l −

(
g+1∑
k=1

tkλ
k
l + κ0

)
µl + κ∞λg

l

}

−
g∑

l=1

µl

Λ′(λl)

j−1∑
k=0

(−1)ke
(l)
k λj−k

l (1.28)

for j = 0, 1, · · · , g − 1. Here Λ(x) = (x− λ1) · · · (x− λg) and e
(k)
l is the l-th symmetric

polynomial of {λj; j 6= k}. (Note that e
(k)
0 = 1 by convention.)

Kawamuko then obtained the following:

Theorem 1.2. ([Kwm4, Theorem 1.1 (p.3)])
We assume that {λj} are non-logarithmic singular points of (1.25), that {λj, µj} are
functions of t = (t1, · · · , tg), that κ0 and κ∞ are constants with respect to t such that
κ0 and 2κ∞ − κ0 are not integers, and that all singular points in (1.25) are distinct.
Then the following three conditions (i), (ii) and (iii) are equivalent:

(i) Eq. (1.25) admits a monodoromy preserving deformation with respect to t in the
sense of [JMU].

(ii) There exist {Ak,Bk}g
k=1, which are rational functions in z, such that (1.25) and

the following equations for k = 1, 2, · · · , g are completely integrable:

∂y

∂tj
= Ak

∂y

∂z
+ Bky (1 ≤ k ≤ g). (1.29)
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(iii) {λj, µj} satisfy the following completely integrable Hamiltonian systems:

∂λj

∂tk
=

∂Hk

∂µj

,
∂µj

∂tk
= −∂Hk

∂λj

(1 ≤ j, k ≤ g). (1.30)

Here

Hj =
1

j

j∑
k=1

Tj−khk (1 ≤ j ≤ g) (1.31)

and {Tj} are defined through the following relation:

(1 + tgξ + tg−1ξ
2 + · · · + t1ξ

g)−1 =
∞∑

j=0

Tjξ
j. (1.32)

Kawamuko considered the degenerate Garnier system defined by (1.30) as the fourth
Painlevé equations with several variables. In the following we call these systems as
Kawamuko’s systems.

Remark 1.8. Functions {Aj} are explicitly determined in [Kwm4, (3.5) and (3.8)]. In
particular we find

A1 =
z

Λ(z)
=

z

(z − λ1) · · · (z − λg)
. (1.33)

Once {Aj} are obtained, as is explained in Remark 1.7, we can determine {Bj} by
(A.15). Furthermore (1.30) is known to be equivalent to (A.16) for each j with x = z,
t = tj, p = p1, q = p2, A = Aj ([Kwm4, §4]).

1.4 Main Theorems.

We now state our main theorems. They claim that the (PII)-hierarchy and the (PIV)-
hierarchy defined in §1.1 are respectively equivalent to the restriction to an appropriate
complex line of a degenerate Garnier system studied by Liu-Okamoto (§1.2) and that
studied by Kawamuko (§1.3). To state our main theorems we introduce the following
polynomials U(x), V (x) and C(x) for {uj}m

j=1, {vj}m
j=1 and {cj}m

j=1 in §1.1:

U(x) = xm −
m∑

j=1

ujx
m−j, V (x) =

m∑
j=1

vjx
m−j, C(x) =

m∑
j=1

cjx
m−j. (1.34)

Theorem 1.3. Let {uj, vj}m
j=1 be a solution of (PII)m given by (1.1) with c1 = 0, and

let K = K(λj, µj, t) be a rational function of {λj, µj, t} defined as follows:

K(λj, µj, t) = H1(λj, µj, t1, · · · , tm)

∣∣∣∣∣8

<

:

t1 = t,
tk = 2m−k+3cm−k+2/k (2 ≤ k ≤ m)

, (1.35)
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where H1 is the Hamiltonian of Ag-system defined by (1.20) with g = m. If the equation
U(x)+C(x) = 0 has no double roots with respect to x, then {λj, µj} determined by the
relations

U(x) + C(x) =
m∏

j=1

(x − 1

2
λj), µj = 2mV (x)

∣∣∣
x=λj/2

(1.36)

solve the following Hamiltonian system

dλj

dt
=

∂K

∂µj

,
dµj

dt
= −∂K

∂λj

(1 ≤ j ≤ m). (1.37)

Here we have assumed the following relations among the constants:

γ = 2−m−2, κ = −2−m−2(α +
1

2
). (1.38)

Conversely if {λj, µj} satisfy (1.37) with K the function defined by (1.35) and if λj 6= λk

(j 6= k) hold, then {uj, vj} determined by (1.36) is a solution of (PII)m and U(x) +
C(x) = 0 has no double roots with respect to x. This correspondence of solutions
between (PII)m and (1.37) is one-to-one up to a permutation of the pairs {(λj, µj)}.

Remark 1.9. The first equation of (1.36) reduces to

uj − cj =
(−1)j+1

2j
ej(λ), (1.39)

where ej(λ) is the j-th symmetric polynomial of {λl}.
Remark 1.10. The symmetric polynomials {ej(λ)} are a part of canonical variables
employed by Liu ([L1], see also [LO2] and [L4] for g = 3, 4) to find a polynomial
Hamiltonian. In this sense we may say {uj} are “good” variables.

Remark 1.11. It may be worth emphasizing that the arbitrary constants {cj}m−1
j=1 in the

formulation of [GJP] are related to the variables {tl}m
l=2 in the Garnier system.

Theorem 1.4. Let {uj, vj}m
j=1 be a solution of (PIV)m given by (1.8), and let K =

K(λj, µj, t) be a rational function of {λj, µj, t} defined by the following:

K(λj, µj, t) = H1(λj, µj, t1, · · · , tm)

∣∣∣∣∣8

<

:

t1 = t + 2mcm,
tk = 2m−k+1cm−k+1 (2 ≤ k ≤ m)

, (1.40)

where H1 is the Hamiltonian of Kawamuko’s systems defined by (1.31) with g = m. If
U(x) + C(x) + γt = 0 has no double roots with respect to x, where U(x) and C(x) are
defined by (1.34), then {λj, µj} determined by the relations

U(x) + C(x) + γt =
m∏

j=1

(x − 1

2
λj), λjµj = −2m

[
V (

1

2
λj) − θ1 − θ2] (1.41)
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solve the following Hamiltonian system

dλj

dt
=

∂K

∂µj

,
dµj

dt
= −∂K

∂λj

(1 ≤ j ≤ m). (1.42)

Here we have assumed the following relations among constants:

γ = 2−m, θ1 = −2−m−1(κ0 − 2κ∞), θ2 = 2−m−1κ0. (1.43)

Conversely if {λj, µj} satisfy (1.42) with K the function defined by (1.40), and if λj 6=
λk (j 6= k) hold, then {uj, vj} determined by (1.41) is a solution of (PIV)m and U(x) +
C(x) + γt = 0 has no double roots with respect to x. This correspondence of solutions
between (PIV)m and (1.42) is one-to-one up to a permutation of the pairs {(λj, µj)}.

Remark 1.12. Note that the first equation of (1.41) is equivalent to

uj − cj =
(−1)j+1

2j
ej(λ) (1 ≤ j ≤ m − 1), (1.44)

um − cm − γt =
(−1)m+1

2m
em(λ), (1.45)

where ej(λ) is the j-th symmetric polynomial of {λl}.
Remark 1.13. In [Kwm3] (cf. [Kwm1]) Kawamuko’s system was canonically trans-
formed to a system whose Hamiltonians are polynomials of the canonical variables.
There the symmetric polynomials {ej(λ)} are again chosen as a part of the canonical
variables. In this sense {uj} are “good” variables.

In the following sections, we give the proofs of these two theorems. Since we can
prove them in the same manner, we will mainly discuss a proof of Theorem 1.4 in §2,
and give only an outline of the proof of Theorem 1.3 in §3.

2 Proof of the main theorem for PIV-hierarchy.

In this section we first give the Lax pair (2.1) of (PIV)-hierarchy (§2.1). In §2.2, we
transform this Lax pair to a system of scalar equations (2.23a) and (2.23b) after some
transformation of the unknown function. Incidentally we note that the compatibility
condition of this system of scalar equations also gives (PIV)m. Then, in §2.3, we compare
these scalar equations with the linear equations (1.25) associated with Kawamuko’s
system to find that the compatibility condition of these scalar equations (2.23a) and
(2.23b) gives (1.42), completing the proof of Theorem 1.4.

2.1 Lax pair for (PIV)m.

The Lax pair (2.1) below plays a key role in the proof of Theorem 1.4:
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Theorem 2.1. (PIV)m is equivalent to the compatibility condition of the following
equations:

γx
∂ ~ψ

∂x
= A~ψ,

∂ ~ψ

∂t
= B ~ψ, (2.1)

where

A =

−
[
xm+1 + V + xC(x) + γxt − θ1

]
U + C(x) + γt

−2
[
xV + W + vm+1 + γtv1

]
xm+1 + V + xC(x) + γxt − θ1

 , (2.2)

B =

(
−(x + u1) 1

−2v1 x + u1

)
, (2.3)

where

W (x) =
m∑

j=1

wjx
m−j, (2.4)

for {wj} given by (1.3) and U(x), V (x) and C(x) are those given by (1.34).

The above Lax pair (2.1) is essentially the same as the Lax pair for the correspond-
ing member of the fourth Painlevé hierarchy introduced by P. R. Gordoa, N. Joshi and
A. Pickering ([GJP]), though they look quite different. Actually the above Lax pair can
be readily obtained from the Lax pair that [GJP] uses, through the replacement of the
unknown functions (u, v) of the fourth Painlevé hierarchy of [GJP] by our unknown
functions (uj, vj) of (PIV)m. We note that the same replacement of unknown func-
tions enables us to show that our (PIV)-hierarchy is equivalent to the fourth Painlevé
hierarchy of [GJP]. (See [Ko] for the details.)

Let ∆j (j = 1, 2, 3) be given by

∂A

∂t
− γx

∂B

∂x
+ AB − BA =

(
∆1 ∆2

∆3 −∆1

)
(2.5)

for matrices A and B defined by (2.2) and (2.3). Then ∆1 = ∆2 = ∆3 = 0 gives
the compatibility condition of (2.1). Therefore Theorem 2.1 is a consequence of the
following proposition:

Proposition 2.1. Let ∆j (j = 1, 2, 3) be given by (2.5). Then

(i) ∆1 = ∆2 = 0 holds if and only if (PIV)m defined by (1.8) holds.

(ii) If {uj, vj} satisfy (PIV)m, then

(a)
dwj

dt
− v1

duj

dt
− u1

dvj

dt
= 0 for 1 ≤ j ≤ m.

(b)
d

dt

[
vm+1 + γtv1

]
+ γv1 = 0.
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(iii) ∆1 = ∆2 = 0 implies ∆3 = 0.

Remark 2.1. The assertion (ii) plays an important role in confirming the assertion (iii).

Proof. (i) A straightforward computation shows

∆1 = −dV

dt
− 2v1

[
U + C(x) + γt

]
+ 2

[
xV + W + vm+1 + γtv1

]
, (2.6)

∆2 =
dU

dt
+ γ − 2

[
xm+1 + V + xC(x) + γxt − θ1

]
+ 2(x + u1)

[
U + C(x) + γt

]
, (2.7)

∆3 = −2
d

dt

[
xV + W + vm+1 + γtv1

]
+ 4(x + u1)

[
xV + W + vm+1 + γtv1

]
− 4v1

[
xm+1 + V + xC(x) + γxt − κ1]. (2.8)

Then it follows from (2.6) and (2.7) that

∆1 =
m∑

j=1

[
−dvj

dt
+ 2v1uj + 2wj + 2vj+1 − 2cjv1

]
xm−j, (2.9)

∆2 =
m∑

j=1

[
−duj

dt
− 2u1uj − 2vj − 2uj+1 + 2cju1

]
xm−j. (2.10)

Hence ∆1 = ∆2 = 0 is equivalent to (1.8).
(ii) We prove (a) by the induction on j. By differentiating (1.3) with respect to t, we
obtain

dwn

dt
=

n−1∑
j=1

dun−j

dt
wj +

n−1∑
j=1

un−j
dwj

dt
+

n∑
j=1

dun−j+1

dt
vj

+
n∑

j=1

un−j+1
dvj

dt
+

n−1∑
j=1

vn−j
dvj

dt
−

n−1∑
j=1

cn−j
dwj

dt
. (2.11)

Then by a straightforward though somewhat lengthy computation, we find

dwn

dt
− u1

dvn

dt
− v1

dun

dt

=
n−1∑
j=1

dun−j

dt

[
−1

2

dvj

dt
+ v1uj + vj+1 + wj − cjv1

]

+
n−1∑
j=1

[
1

2

dun−j

dt
+ u1un−j + vn−j + un−j+1 − cju1

]
dvj

dt

11



+
n−1∑
j=1

(un−j − cn−j)
[dwj

dt
− u1

dvj

dt
− v1

dun−j

dt

]
. (2.12)

Note that we have not used (1.8) up to this point. Now we use (1.8) to obtain

dwn

dt
− u1

dvn

dt
− v1

dun

dt
=

n−1∑
j=1

(un−j − cn−j)
[dwj

dt
− u1

dvj

dt
− v1

dun−j

dt

]
. (2.13)

Then the induction on j validates the assertion (a). Next we prove the relation (b).
Let

Φ =
(vm − θ1)

2 − θ2
2

2(um − γt − cm)
. (2.14)

Then
d

dt

[
vm+1 + γtv1

]
+ γv1 = −dwm

dt
− dΦ

dt
+ γv1 (2.15)

follows from (1.10). We now compute dwm/dt and dΦ/dt. First (a) and (1.8) imply

dwm

dt
= v1

dum

dt
+ u1

dvm

dt
= −2v1

{
u1um + vm + um+1

}
+ 2u1v1cm

+ 2u1

{
v1um + vm+1 + wm

}
− 2u1v1cm

= −2v1(vm + um+1) + 2v1(vm+1 + wm)

= −2v1vm + 2θ1v1 + γv1 − 2u1Φ. (2.16)

On the other hand (1.8) entails the following:

Φ =
vm − κ1

um − γt − cm

dvm

dt
− Φ

um − γt − cm

{
dum

dt
− γ

}
= 2

vm − θ1

um − γt − cm

[
v1um + vm+1 + wm − cmv1

]
+ 2

Φ

um − γt − cm

[
u1um + vm + um+1 − cmu1 +

1

2
γ
]

= 2
vm − κ1

um − γt − cm

[
v1(um − γt − cm) − Φ

]
+ 2

Φ

um − γt − cm

[
u1(um − γt − cm) + vm − κ1

]
= 2v1(vm − κ1) + 2u1Φ. (2.17)

Hence (2.15), (2.16) and (2.17) prove (b).
(iii) A straightforward computation shows

1

2
∆3 = (x + u1)∆1 + v1∆2

12



− v1
dU

dt
+ u1

dV

dt
− dW

dt
− d

dt

[
vm+1 + γtv1

]
− γv1

= (x + u1)∆1 + v1∆2

−
m∑

j=1

{
dwj

dt
− v1

duj

dt
− u1

dvj

dt

}
xm−j − d

dt

[
vm+1 + γtv1

]
− γv1. (2.18)

Since ∆1 = ∆2 = 0 implies (1.8), it follows from (ii) that ∆3 = 0.

2.2 Another form of the Lax pair for (PIV)m.

In order to relate (PIV)m with Kawamuko’s system, we first replace the unknown func-

tion ~ψ of (2.1) by

~ψ = exp

[
−

∫ x xm+1 + xC(x) + γxt + θ2

γx
dx

]
~ϕ. (2.19)

Then the new unknown function ~ϕ satisfies

γx
∂~ϕ

∂x
= Ã~ϕ,

∂~ϕ

∂t
= B̃ ~ϕ (2.20)

with

Ã = A + (xm+1 + C(x) + γxt + θ2)I2

=

 −(V − θ1 − θ2) U + C(x) + γt

−2(xV + W + vm+1 + γtv1)
2xm+1 + V + 2xC(x)

+2γxt − θ1 + θ2

 , (2.21)

B̃ = B + xI2 =

(
−u1 1
−2v1 2x + u1

)
, (2.22)

where I2 is the 2 × 2 identity matrix.
By using a standard procedure (cf. Proposition A.2 in Appendix A), we then find that
the first component of ~ϕ satisfies(

∂2

∂x2
+ q1(x)

∂

∂x
+ q2(x)

)
ϕ = 0, (2.23a)

∂ϕ

∂t
= C ∂ϕ

∂x
+ Dϕ, (2.23b)

where

q1 = − 1

γx
tr Ã +

1

x
− 1

Ã1,2

∂Ã1,2

∂x
, (2.24)

q2 =
1

γ2x2
det Ã +

1

γx

∂V

∂x
− V − θ1 − θ2

γxÃ1,2

∂Ã1,2

∂x
, (2.25)
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C =
γx

Ã1,2

, D =
V − θ1 − θ2

Ã1,2

− u1. (2.26)

Here Ã1,2 denotes the (1, 2)-component of the matrix Ã, i.e., U + C(x) + γ.
For the system of scalar equations (2.23a) and (2.23b), we can prove the following:

Proposition 2.2. We assume that Ã1,2 = U + C(x) + γt = 0 has no double roots
with respect to x. Then (2.23a) and (2.23b) are compatible if and only if (2.20) are
compatible.

It is clear that if (2.20) is compatible, then so are (2.23a) and (2.23b). Although its
converse may also be obvious to an expert, we will give its proof at the end of Appendix
A as a corollary of the general properties of the compatibility conditions.

To relate (2.23a) with (1.25), we first factorize Ã1,2 as

Ã1,2 = U + C(x) + γt =
m∏

j=1

(x − 1

2
λj). (2.27)

(As we see below, the functions {λj} that appear in this factorization correspond to a
solution of Kawamuko’s system.) Then the following proposition holds:

Proposition 2.3. For q1, q2 given by (2.24) and (2.25), and for {λj} defined by (2.27),
we have

q1 = −
(

2

γ
xm +

2

γ
C(x) + 2t +

2θ2 − γ

γx

)
−

m∑
j=1

1

x − λj/2
, (2.28)

q2 =
2(θ1 + θ2)

γ2
xm−1 +

1

x
L(x) +

m∑
j=1

λjµj

x(x − λj/2)
, (2.29)

where L(x) is a polynomial in x of degree m − 1, and {µj} are defined by

λjµj = −1

γ

[
V (λj/2) − θ1 − θ2

]
. (2.30)

Remark 2.2. (2.27) and (2.30) describe how a solution {uj, vj} of (PIV)m is related to
a solution {λj, µj} of (1.42).

Let us prove Proposition 2.3. It is easy to see that (2.28) follows from (2.24). We
next prove (2.29). First, we note

V (x) − θ1 − θ2

γxÃ1,2

∂Ã1,2

∂x
=

m∑
j=1

V (x) − V (λj/2)

γx(x − λj/2)
+

m∑
j=1

V (λj/2) − θ1 − θ2

γx(x − λj/2)
. (2.31)

Hence (2.30) entails

q2 =
1

γ2x2
det Ã +

1

γx

∂V

∂x
−

m∑
j=1

V (x) − V (λj/2)

γx(x − λj/2)
+

m∑
j=1

λjµj

x(x − λj/2)
. (2.32)

To show that q2 is of the required form we prepare the following:
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Lemma 2.1. (i) For U(x), V (x), W (x), C(x) given in (1.34) and (2.4), where {wj}
are given in (1.3), we have

xm+1V (x) − U(x)
[
xV (x) + W (x)

]
+

1

2
V (x)2 − C(x)W (x) = R(x), (2.33)

where

R(x) =
m∑

n=1

xm−n

(
m∑

j=n

un+m−jwj +
1

2

m∑
j=n

vn+m−jvj −
m∑

j=n

cn+m−jwj

)

+
m−1∑
n=1

xm−n

m∑
j=n+1

un+m−j+1vj. (2.34)

(ii) For the matrix Ã given in (2.21), the following hold:

(a) det Ã is a polynomial in x of degree m + 1 whose highest degree term is 2(θ1 +
θ2)x

m+1.

(b) det Ã
∣∣
x=0

= 0.

Remark 2.3. Note that in Lemma 2.1 (i) we do not assume that {uj, vj} is a solution
of (PIV)m. This Lemma 2.1 (i) will be used in the proof of Theorem 1.3, i.e., the proof
of our main theorem for (PII)m.

Proof. (i) Using the definition of U(x), V (x), W (x) and C(x), we find

m∑
j=1

ujx
m−j · W (x) + x

m∑
j=1

ujx
m−j · V (x) +

1

2
V (x)2 − C(x)W (x)

= xmu1v1 + xm

m∑
n=2

{
m−1∑
j=1

(un−jwj +
1

2
vn−jvj − cn−jwj) +

n∑
j=1

un−j+1vj

}
xm−n

+ R(x). (2.35)

The left-hand side of (2.35) is

(xm − U(x))W (x) + x(xm − U(x))V (x) +
1

2
V (x)2 − C(x)W (x). (2.36)

By using (1.3) we find that the right-hand side of (2.35) becomes

xmu1v1 + xm(W (x) − w1x
m−1) + R(x), (2.37)

Thus (i) follows.

(ii) By a straightforward computation, we have

det Ã = −(V − θ1 − θ2)(2x
m+1 + V + 2xC(x) + 2γxt − θ1 + θ2)
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+ 2(U + C(x) + γt)(xV + W + vm+1 + γtv1)

= (θ1 + θ2)(2x
m+1 + 2xC(x) + 2γxt − θ1 + θ2)

+ 2θ1V + γt(−xV + W + v1U + v1C(x) + vm+1 + γtv1)

−
[
2xm+1V + V 2 − 2U(xV + W ) − 2C(x)W

]
. (2.38)

Then, applying (i), we obtain

det Ã = (θ1 + θ2)(2x
m+1 + 2xC(x) + 2γxt − θ1 + θ2) + 2R(x)

+ 2θ1V + γt(−xV + W + v1U + v1C(x) + vm+1 + γtv1). (2.39)

This proves (a). Finally, we note that (1.10) entails

det Ã
∣∣∣
x=0

= −(vm − θ1 − θ2)(vm − θ1 + θ2)

+ 2(−um + cm + γt)(wm + vm+1 + γtv1)

= −(vm − θ1 − θ2)(vm − θ1 + θ2) + (vm − θ1)
2 − θ2

2

= 0. (2.40)

Thus the proof of Lemma 2.1 is completed.

Now let us return to the proof of Proposition 2.3. It follows from Lemma 2.1 and
(2.32) that

q2(x) =
2(θ1 + θ2)

γ2
xm−1 +

1

x
L(x) +

m∑
j=1

λjµj

x(x − λj/2)
, (2.41)

where

L(x) =
1

γ2x

(
det Ã − 2(θ1 + θ2)x

m+1
)

+
1

γ

∂V

∂x
−

m∑
j=1

V (x) − V (λj/2)

γ(x − λj/2)
(2.42)

is a polynomial in x of degree m − 1 as is required in Proposition 2.3. Thus we have
completed the proof of Proposition 2.3.

2.3 The relation between Kawamuko’s system and the com-
patibility conditions of (2.23a) and (2.23b).

In this subsection we show the following:

Proposition 2.4. We assume that {λj} given by (2.27) are mutually distinct. Then the
compatibility conditions of the Lax pair (2.23a) and (2.23b) with q1, q2 being expressed
as in (2.28) and (2.29), and with C and D being given by (2.26), are expressed by the
Hamiltonian system (1.42) for K given by (1.40).
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Proof. We first note that x = λj/2 for j = 1, 2, · · · ,m are apparent singular points
because (2.23a) comes from (2.20): ~ϕ is holomorphic near x = λj/2, and hence ϕ is
not logarithmic there. We change the independent variable x to z = 2x in (2.23a) and
(2.23b). We then obtain (

∂2

∂z2
+ q̃1(z)

∂

∂z
+ q̃2(z)

)
ϕ = 0, (2.43a)

∂ϕ

∂t
= 2C ∂ϕ

∂z
+ Dϕ (2.43b)

with

q̃1(z) =
1

2
q1(

1

2
z) = −

[
1

2mγ
zm +

1

γ
C(

1

2
z) + t +

2θ2 − γ

γz

]
−

m∑
j=1

1

z − λj

, (2.44)

q̃2(z) =
1

4
q2(

1

2
z) =

θ1 + θ2

2mγ2
zm−1 +

1

2z
L(

1

2
z) +

m∑
j=1

λjµj

z(z − λj)
, (2.45)

C =
2m−1γz∏m

j=1(z − λj)
. (2.46)

Let us define

pj = pj(z, t)

∣∣∣∣∣8

<

:

t1 = t + 2mcm,
tk = 2m−k+1cm−k+1 (2 ≤ k ≤ m)

(2.47)

for j = 1, 2, where pj (j = 1, 2) are given by (1.26) and (1.27) with g = m. Then
we can readily find that, if we set γ, θj (j = 1, 2) as in (1.43), q̃1 and q̃2 respectively
coincide with p1 and p2 except for the term L(z/2)/(2z) in q̃2, −

∑g
k=1 hg+1−kx

k−2 in
p2. But recall that these terms are uniquely determined by the requirement that each
of z = λj for j = 1, 2, · · · ,m should be a non-logarithmic singular point. Hence we
conclude

L(
1

2
z) = −2

m∑
j=1

hjz
m−j (2.48)

with hj given by (1.28). Therefore we obtain q̃j = pj for j = 1, 2. Furthermore we can
verify that 2C = A1 with A1 given by (1.33). Since the Hamiltonian system (1.42) is
a way to write down (A.16) with x = z, p = p1, q = p2, A = A1, the fact that pj = q̃j

(j = 1, 2) and A1 = 2C guarantees that the compatibility conditions of (2.43a) and
(2.43b) give the Hamiltonian system (1.42). Thus the proof is completed.

Proof of Theorem 1.4. Proposition 2.4 asserts that the compatibility conditions of
the Lax pair (2.23a) and (2.23b) expressed in terms of {λj, µj} given in (1.41) are
nothing but Kawamuko’s system restricted to a complex line {~t = (t1, · · · , tm); t1 =
t + 2mcm, tk = 2m−k+1cm−k+1 (2 ≤ k ≤ m)} if the constants κ0 and κ∞ are chose as in
(1.43). On the other hand, Proposition 2.4 asserts that the compatibility conditions of
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(2.23a) and (2.23b) are the same as those of (2.20). The latter one is clearly same as the
compatibility conditions of (2.1), while the compatibility conditions of (2.1) expressed
in terms of {uj, vj} are nothing by (PIV)m. This completes the proof of Theorem 1.4.
¤

3 The proof of the main theorem for PII-hierarchy

As the proof of Theorem 1.3 is more or less the same as that of Theorem 1.4, we content
ourselves with giving its essential points here. First the Lax pair for (PII)m is given as
follows:

Theorem 3.1. The compatibility conditions of the following equations (3.1) are equiv-
alent to (1.1):

γ
∂ ~ψ

∂x
= A~ψ,

∂ ~ψ

∂t
= B ~ψ, (3.1)

where

A =

−
[
xm+1 + V + xC(x) + γt

]
U + C(x)

−2
[
xV + W + κ

]
xm+1 + V + xC(x) + γt

 , (3.2)

B =

(
−(x + u1) 1

−2v1 x + u1

)
(3.3)

with U , V and W being as in (1.34) and C(x) =
m∑

j=1

cjx
m−j.

Let us first define ∆j (j = 1, 2, 3) by

∂A

∂t
− γ

∂B

∂x
+ AB − BA =

(
∆1 ∆2

∆3 −∆1

)
(3.4)

for A and B given by (3.2) and (3.3). Then in parallel with Proposition 2.1, we can
prove the following:

Proposition 3.1. (i) ∆1 = ∆2 = 0 implies (PII)m defined by (1.1).

(ii) If {uj, vj} satisfies (PII)m, then

dwj

dt
− v1

duj

dt
− u1

dvj

dt
= 0 for 1 ≤ j ≤ m.

(iii) ∆1 = ∆2 = 0 implies ∆3 = 0.
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Proof. By a straightforward computation we obtain

∆1 =
m∑

j=1

[
−dvj

dt
+ 2

{
v1uj + vj+1 + wj

}
− 2cjv1

]
xm−j, (3.5)

∆2 =
m∑

j=1

[
−duj

dt
− 2

{
u1uj + vj + uj+1

}
+ 2cju1

]
xm−j, (3.6)

∆3 = 2(x + u1)∆1 + 2v1∆2 − 2
m∑

j=1

{
dwj

dt
− u1

dvj

dt
− v1

duj

dt

}
xm−j. (3.7)

Hence (i) follows from (3.5) and (3.6). We can prove (ii) using (2.12) together with the
induction on j. Then (iii) immediately follows from (ii) and (3.7).

We next derive an appropriate system of scalar equations from (3.1). We first

change the unknown function ~ψ to

~ϕ = exp

[∫ x xm+1 + xC(x) + γt

γ
dx

]
~ψ. (3.8)

Then ~ϕ satisfies

γ
∂~ϕ

∂x
= Ã~ϕ,

∂~ϕ

∂t
= B̃ ~ϕ (3.9)

with

Ã = A + (xm+1 + C(x) + γt)I2

=

(
−V U + C(x)

−2(xV + W + κ) 2xm+1 + V + 2xC(x) + 2γt

)
, (3.10)

B̃ = B + xI2 =

(
−u1 1
−2v1 2x + u1

)
. (3.11)

In parallel with the reasoning in §2.2 we consider the equations that the first component
of ~ϕ satisfies, that is, (

∂2

∂x2
+ q1(x)

∂

∂x
+ q2(x)

)
ϕ = 0, (3.12a)

∂ϕ

∂t
= C ∂ϕ

∂x
+ Dϕ, (3.12b)

where

q1 = −1

γ
tr Ã − 1

Ã1,2

∂Ã1,2

∂x
, q2 =

1

γ2
det Ã +

1

γ

∂V

∂x
− V

γÃ1,2

∂Ã1,2

∂x
, (3.13)

C =
γ

Ã1,2

, D =
V

Ã1,2

− u1. (3.14)

Here we set Ã1,2 = U + C(x), which is the (1, 2)-component of the matrix Ã. By the
same argument as in §2.2 we obtain
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Proposition 3.2. We assume that Ã1,2 = U+C(x) = 0 has no double roots with respect
to x. Then (3.12a) and (3.12b) are compatible if and only if {uj, vj} is a solution of
(PII)m.

We then factorize Ã1,2 as

Ã1,2 = U + C(x) =
m∏

j=1

(x − 1

2
λj). (3.15)

to define {λj}. In parallel with Proposition 2.3, we can prove the following by using
Lemma 2.1 (i):

Proposition 3.3. For q1, q2 defined by (3.13), and for {λj} defined by (3.15), we have

q1 = −2

γ

[
xm+1 + xC(x) + γt

]
−

m∑
j=1

1

x − λj/2
, (3.16)

q2 =
2κ

γ2
xm + L(x) +

m∑
j=1

2µj

x − λj/2
, (3.17)

where L(x) is a polynomial of degree m − 1, and {µj} are defined by

µj = − 1

2γ
V (λj/2). (3.18)

To compare (3.12a) and (3.12b) with the linear equation (1.11) associated with the
Ag-system, we change the independent variables x to z = 2x. We then obtain (2.43a)
and (2.43b) with

q̃1(z) =
1

2
q1(

1

2
z) = −

[
1

2m+1γ
zm+1 +

1

2γ
zC(

1

2
z) + t

]
−

m∑
j=1

1

z − λj

, (3.19)

q̃2(z) =
1

4
q2(

1

2
z) =

κ

2m+1γ2
zm +

1

4
L(

1

2
z) +

m∑
j=1

µj

z − λj

, (3.20)

C =
2mγ∏m

j=1(z − λj)
. (3.21)

Then, choosing γ and κ as in (1.38), we can show that

q̃j = pj(z, t)

∣∣∣∣∣8

<

:

t1 = t,
tk = 2m−k+3cm−k+2/k (2 ≤ k ≤ m)

, A1 = 2C, (3.22)

where p1, p2 and A1 are respectively defined by (1.12), (1.13) and (1.24). Since the
Hamiltonian system (1.37), where K is defined by (1.35), is given as the compatibility
condition (A.16) with x = z, p = p1, q = p2, A = A1, we obtain the following
proposition:
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Proposition 3.4. We assume that {λj} given by (3.15) are mutually distinct. Then the
compatibility conditions of the Lax pair (3.12a) and (3.12b) with q1, q2 being expressed
as in (3.16) and (3.17), and with C and D being given in (3.14), are expressed by the
Hamiltonian system (1.37) for K given by (1.35).

Theorem 1.3 now follows from Proposition 3.2 and Proposition 3.4.

Appendix

A Relations between the compatibility conditions

of matrix equations and those of the associated

scalar equations.

Let us first consider a system of differential equations

∂ ~ψ

∂x
= A~ψ,

∂ ~ψ

∂t
= B ~ψ (A.1)

for ~ψ = t(ψ1, ψ2) with

A =

(
a b
c d

)
, B =

(
α β
γ δ

)
. (A.2)

Then the compatibility conditions of (A.1) are given by Θj = 0 (j = 1, 2, 3, 4), where

∂A

∂t
− ∂B

∂x
+ AB − BA =

(
Θ1 Θ2

Θ3 Θ4

)
. (A.3)

Explicit form of Θj can be readily found:

Θ1 =
∂a

∂t
− ∂α

∂x
+ bγ − cβ, Θ2 =

∂b

∂t
− ∂β

∂x
+ (a − d)β − b(α − δ), (A.4)

Θ3 =
∂c

∂t
− ∂γ

∂x
− (a − d)γ + c(α − δ), Θ4 =

∂d

∂t
− ∂δ

∂x
+ cβ − bγ. (A.5)

We first consider how the compatibility condition changes through the transformation
of the unknown function by ~ψ = Gϕ with a regular matrix G. It is easy to confirm
that ~ϕ satisfies the following:

∂~ϕ

∂x
= Ã~ϕ,

∂~ϕ

∂t
= B̃ ~ϕ (A.6)

with

Ã = G−1AG − G−1∂G

∂x
, B̃ = G−1BG − G−1∂G

∂t
. (A.7)

Then a straightforward computation gives
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Proposition A.1. For Ã, B̃ defined by (A.7), we obtain

∂Ã

∂t
− ∂B̃

∂x
+ ÃB̃ − B̃Ã = G−1

[∂A

∂t
− ∂B

∂x
+ AB − BA

]
G = G−1

(
Θ1 Θ2

Θ3 Θ4

)
G. (A.8)

We next consider the relation between the compatibility conditions of (A.1) and
those of the associated scalar equations (A.9a) and (A.9b) below. We first recall the
following:

Proposition A.2. Assume b does not vanish identically. Then the first component ψ1

of a solution ~ψ of (A.1) satisfies the following differential equations:(
∂2

∂x2
+ p(x)

∂

∂x
+ q(x)

)
ψ = 0, (A.9a)

∂ψ

∂t
= A∂ψ

∂x
+ Bψ (A.9b)

with

p = −trA − 1

b

∂b

∂x
, q = det A − ∂a

∂x
+

a

b

∂b

∂x
, (A.10)

A =
β

b
, B = α − a

b
β. (A.11)

We note that the compatibility conditions of scalar equations (A.9a) and (A.9b) are
well-known: Θ1 = Θ2 = 0, where

Θ1 =
∂q

∂t
+

∂2B
∂x2

+ p
∂B
∂x

− 2q
∂A
∂x

− ∂q

∂x
A, (A.12)

Θ2 =
∂p

∂t
+ 2

∂B
∂x

+
∂2A
∂x2

− p
∂A
∂x

− ∂p

∂x
A. (A.13)

(See, e.g., [O, §1.3].)

Remark A.1. (A.12) can be written as follows:

Θ1 =
1

2

∂Θ2

∂x
+

1

2
pΘ2 (A.14)

− 1

2

{
∂3A
∂x3

+

(
4q − p2 − 2

∂p

∂x

)
∂A
∂x

+

(
−∂2p

∂x2
− p

∂p

∂x
+ 2

∂q

∂x

)
A

+
∂2p

∂x∂t
+ p

∂p

∂t
− 2

∂q

∂t

}
.

Hence, as is shown in [O, §1.3], Θ1 = Θ2 = 0 is equivalent to

∂B
∂x

=
1

2

∂

∂x

(
pA− ∂A

∂x

)
− 1

2

∂p

∂t
, (A.15)

∂3A
∂x3

− 4Q
∂A
∂x

− 2
∂Q

∂x
A + 2

∂Q

∂t
= 0 with Q = −q +

1

4
p2 +

1

2

dp

dx
. (A.16)
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Proposition A.3. Let {Θj} be as in (A.3) and let Θ1 and Θ2 be given by (A.12) and
(A.13), where p, q, A and B are given by (A.10) and (A.11). We further assume that
b does not vanish identically. Then we have

Θ1 + aΘ2 = −
[
dΘ1

dx
+ (a − d − 1

b

∂b

∂x
)Θ1 + cΘ2 + bΘ3

]
, (A.17)

Θ2 = −
[

d

dx

(
Θ2

b

)
+ Θ1 + Θ4

]
. (A.18)

Proof. We first change the unknown function ~ψ of (A.1) by ~ψ = G~ϕ, where

G =
1

b

(
b 0
−a 1

)
. (A.19)

Then ~ϕ satisfies (A.6) with

Ã =

(
0 1
−q −p

)
, B̃ =

(
α̃ β̃

γ̃ δ̃

)
, (A.20)

where

α̃ = α − a

b
β, β̃ =

β

b
, (A.21)

and γ̃ and δ̃ are some functions of the components of A and B. The compatibility
conditions of (A.6) with (A.20) are, then, given by Θ̃j = 0 (j = 1, 2, 3, 4), where

∂Ã

∂t
− ∂B̃

∂x
+ ÃB̃ − B̃Ã =

(
Θ̃1 Θ̃2

Θ̃3 Θ̃4

)
. (A.22)

By a straightforward computation we find:

Θ̃1 = −∂α̃

∂x
+ γ̃ + qβ̃, (A.23)

Θ̃2 = −∂β̃

∂x
− α̃ + pβ̃ + δ̃, (A.24)

Θ̃3 = −∂q

∂t
− ∂γ̃

∂x
− q(α̃ − δ̃) − pγ̃, (A.25)

Θ̃4 = −∂p

∂t
− ∂δ̃

∂x
− qβ̃ − γ̃. (A.26)

From (A.23) and (A.24), we obtain

γ̃ = Θ̃1 +
∂α̃

∂x
− qβ̃, δ̃ = Θ̃2 + α̃ − pβ̃ +

∂β̃

∂x
. (A.27)

Substituting (A.27) into (A.25) and (A.26), then using (A.21), we obtain

Θ̃3 =
[
− pΘ̃1 + qΘ̃2 −

dΘ̃1

dx

]
−

[∂q

∂t
+

∂2α̃

∂x2
+ p

∂α̃

∂x
− 2q

∂β̃

∂x
− ∂q

∂x
β̃
]
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=
[
− pΘ̃1 + qΘ̃2 −

dΘ̃1

dx

]
− Θ1, (A.28)

Θ̃4 = −
[
Θ̃1 +

dΘ̃2

dx

]
−

[∂p

∂t
+ 2

∂α̃

∂x
+

∂2β̃

∂x2
− ∂

∂x
(pβ̃)

]
= −

[
Θ̃1 +

dΘ̃2

dx

]
− Θ2. (A.29)

On the other hand, from Proposition A.1, we obtain

(
Θ̃1 Θ̃2

Θ̃3 Θ̃4

)
= G−1

(
Θ1 Θ2

Θ3 Θ4

)
G =

 Θ1 −
b

a
Θ2

1

b
Θ2

a
[
Θ1 −

a

b
Θ2

]
+ b

[
Θ3 −

a

b
Θ4

] a

b
Θ2 + Θ4

 .

(A.30)
By substituting (A.30) into (A.28) and (A.29), we obtain (A.17) and (A.18).

Using this proposition, we prove Proposition 2.2 in the following manner:

Proof of Proposition 2.2. We apply Proposition A.3 with A = (γx)−1Ã and B = B̃,

where Ã and B̃ are respectively given by (2.21) and (2.22). Let {Θj} be given by (A.3),
and let {∆j} be given by (2.5). We first show that

Θj = (γx)−1∆j (1 ≤ j ≤ 3), Θ4 = −(γx)−1∆1. (A.31)

By its definition, we obtain

γx

(
Θ1 Θ2

Θ3 Θ4

)
=

∂Ã

∂t
− γx

∂B̃

∂x
+ ÃB̃ − B̃Ã (A.32)

Then it follows from Proposition A.1 that

∂Ã

∂t
− γx

∂B̃

∂x
+ ÃB̃ − B̃Ã = G−1

(
∆1 ∆2

∆3 −∆1

)
G =

(
∆1 ∆2

∆3 −∆1

)
(A.33)

holds, where G is the following 2 × 2-matrix defined by

G = exp

[
−

∫ x xm+1 + xC(x) + γxt + θ2

γx
dx

]
I2. (A.34)

Here I2 stands for the 2×2 identity matrix. Note that that (2.20) and (2.1) are related
by (A.34) (cf. (2.19)). Thus we obtain (A.31). Then Proposition A.3 entails

Θ1 + aΘ2 = −
[

d

dx

(
∆1

γx

)]
− 1

γx

[
(a − d − 1

b

∂b

∂x
)∆1 + c∆2 + b∆3

]
, (A.35)

Θ2 = − d

dx

(
∆2

γxb

)
, (A.36)
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where a, b, c and d are defined by

1

γx
Ã =

(
a b
c d

)
. (A.37)

Now suppose that (2.20) is a compatible system. Then we find ∆j = 0 for 1 ≤ j ≤ 3.
Hence it immediately follows from (A.35) and (A.36) that Θ1 = Θ2 = 0. This means
that (2.23a) and (2.23b) are compatible.

Conversely let us suppose that (2.23a) and (2.23b) are compatible, that is, let us

assume that Θ̃1 = Θ̃2 = 0. Then it follows from (A.36) that

∆2 = C(t)γxb (A.38)

hods for some C(t) free from x. On the other hand it follows from (2.10) that ∆2 is a
polynomial of x with degree at most (m − 1), while

γxb = Ã1,2 = U + C(x) + γt (A.39)

is a monic polynomial of x with degree m. Therefore (A.38) implies that C(t) should

vanish identically, and hence ∆2 = 0. In order to confirm ∆1 = 0, we first factorize Ã1,2

as in (2.27), and the consider the residues of the right-hand side of (A.35) at x = λj/2
(j = 1, · · · ,m). Since ∆j (j = 1, 2, 3) are holomorphic there, (A.35) together with
Θ1 = Θ2 = 0 entails

∆1

∣∣
x=λj/2

= 0 (A.40)

for each j. On the other hand (2.9) tells us that ∆1 is polynomial of x with degree at
most (m − 1). Since (A.40) implies ∆1 should vanish at m points, we conclude that
∆1 = 0. Thus we find ∆1 = ∆2 = 0, and hence ∆3 also vanishes by Proposition 2.1
(iii). Therefore (2.20) is a compatible system. This completes the proof of Proposition
2.2. ¤

B Introducing a large parameter.

As our eventual purpose is to apply the results in this paper to the exact WKB anal-
ysis of the higher order Painlevé equations, it is preferable that we introduce a large
parameter η to all the equations considered in this paper. Although we have not done
so here to make the presentation simpler in its appearance, we can really introduce
a large parameter η consistently to all the equations, namely, consistently in the Lax
pair and in its compatibility conditions, i.e., the Painlevé equation. Here we list up the
final result for our future reference. Some detailed explanations will be given in [Ko].
(PII)m with a large parameter:

η−1
duj

dt
= −2

[
u1uj + vj + uj+1

]
+ 2cju1,

η−1
dvj

dt
= 2

[
v1uj + vj+1 + wj

]
− 2cjv1.

(1 ≤ j ≤ m). (B.1)
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with um+1 = γt, vm+1 = κ. (B.2)

Here {wm} are given by (1.3). Its Lax pair is given by

γ
∂ ~ψ

∂x
= ηA~ψ,

∂ ~ψ

∂t
= ηB ~ψ, (B.3)

where A and B are given by (3.2) and (3.3).

Ag-systems with a large parameter:

∂λj

∂tk
= η

∂Hk

∂µj

,
∂µj

∂tk
= −η

∂Hk

∂λj

, (B.4)

where Hj are given by (1.20) with

hj =
1

2

g∑
k=1

[
NkN

j,kµk
2 − Uj,kµk − (2α + 1)NkN

j,kλk
g
]
, (B.5)

Uj,k = NkN
j,kAg(λk, t) + η−1

∑
l=1,2,··· ,g

l6=k

NkN
j,k + NlN

j,l

λk − λl

. (B.6)

Here we note that

Uj,k = NkN
j,kAg(λk, t) − η−1Nk

j−2∑
p=0

(−1)pe(k)
p λk

j−p−2. (B.7)

The associated linear equations is

d2y

dz2
+ ηp1(z, t)

dy

dz
+ η2p2(z, t)y = 0, (B.8)

where

p1(z, t) = −Ag(z, t) − η−1

g∑
k=1

1

z − λk

, (B.9)

p2(z, t) = −(2α + 1)zg − 2

g∑
j=1

hjz
g−j + η−1

g∑
k=1

µk

z − λk

(B.10)

with Ag(z, t) given in (1.12).

(PIV)m with a large parameter:
η−1

duj

dt
= −2

[
u1uj + vj + uj+1

]
+ 2cju1,

η−1
dvj

dt
= 2

[
v1uj + vj+1 + wj

]
− 2cjv1.

(1 ≤ j ≤ m). (B.11)
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with um+1 = −(γtu1 + θ1 +
1

2
η−1γ), (B.12)

vm+1 = −wm − γtv1 −
(vm − θ1)

2 − θ2
2

2(um − γt − cm)
. (B.13)

Its Lax pair is given by

γx
∂ ~ψ

∂x
= ηA~ψ,

∂ ~ψ

∂t
= ηB ~ψ, (B.14)

where A and B are given by (2.2) and (2.3).

Kawamuko’s system with a large parameter:

∂λj

∂tk
= η

∂Hk

∂µj

,
∂µj

∂tk
= −η

∂Hk

∂λj

, (B.15)

where Hj are given by (1.31) with

hj+1 = (−1)j

g∑
l=1

e
(l)
j

Λ′(λl)

{
λlµ

2
l −

(
g+1∑
k=1

tkλ
k
l + κ0

)
µl + κ∞λg

l

}

− η−1

g∑
l=1

µl

Λ′(λl)

j−1∑
k=0

(−1)ke
(l)
k λj−k

l . (B.16)

The associated linear equations is

d2y

dz2
+ ηp1(z, t)

dy

dz
+ η2p2(z, t)y = 0, (B.17)

where

p1(z, t) = −
g+1∑
k=0

tkz
k−1 − η−1

g∑
k=1

1

z − λk

(tg+1 = 1, t0 = κ0 − 1), (B.18)

p2(z, t) = κ∞zg−1 − 1

z

g∑
k=1

hg+1−kz
k−1 + η−1

g∑
k=1

λkµk

z(z − λk)
. (B.19)
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