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Abstract

We establish the existence of Euclidean tangent cones on Wasserstein spaces
over compact Alexandrov spaces of curvature bounded below. By using this Rie-
mannian structure, we formulate and construct gradient flows of functions on
such spaces. If the underlying space is a Riemannian manifold, then our gradient
flow of the free energy produces the solution of the linear Fokker-Planck equa-
tion, as was demonstrated by Jordan, Kinderlehrer and Otto in the Euclidean
setting.

1 Introduction

Our main object in the article is the (quadratic) Wasserstein space (P(X),dy) (also
called the Kantorovich-Rubinstein space) over a compact metric space (X, d). The
Wasserstein space (P(X),dy) is by definition the space of probability measures on
X equipped with a certain distance structure dj which metrizes the weak topology
of P(X). Recently, it is turned out that there are strong connections between the
structures of the Wasserstein space P(X) and the underlying space X, and that the
geometry on P(X) provides a powerful tool for the study of the structure of X. One
of the most interesting examples is an approach to the synthetic lower Ricci curvature
bound for general metric measure spaces (see [RS], [S2], [S3], [LV1] and [LV2], and
also [CMS] and [Oh2] for related works). There the convexity of an entropy on P(X)
plays a role of the lower Ricci curvature bound of X.

Our first main result (Theorem 3.5) concerns the infinitesimal structure of the
Wasserstein space P(X) over a compact Alexandrov space X of curvature bounded
below. It is inspired by the fact that P(X) is an Alexandrov space of nonnegative
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curvature if and only if so is X. This fact implies that P(X) has Euclidean tangent
cones and it gives a rigorous justification of Otto’s formal Riemannian structure on
P(R™) ([Ot]). Our theorem extends this fact, namely it asserts that P(X) has Eu-
clidean tangent cones if X is a compact Alexandrov space with a possibly negative
lower curvature bound. In this case, P(X) is not an Alexandrov space, but satisfies a
kind of ‘2-uniform smoothness’ (3.1) which is a concept coming from the geometry of
Banach spaces (see [Oh3]). The 2-uniform smoothness can be regarded as a general-
ization of the nonnegatively curved property in the sense of Alexandrov, and the error
term is getting smaller as we are scaling up the space, thus we obtain that tangent
cones exist and are Euclidean. This discussion proves the usefulness of the view of the
geometry of Banach spaces in the metric geometry.

Our Riemannian structure on P(X) enables us to consider gradient flows of lower
semi-continuous and K-convex functions on P(X). We establish the existence, com-
pleteness, uniqueness and the contraction property of such a gradient flow (Theorems
5.9 and 5.11). This is new even when X is a Riemannian manifold, and one of the most
important situations missed in a recent book [AGS] by Ambrosio, Gigli and Savaré.
(Their objects in [AGS] are a metric space whose distance function is convex in a
sense, as well as the Wasserstein space over a Hilbert space.) Our construction of the
gradient flow is different from [AGS] (nor [JKO]), but basically follows and extends
the discussion in [Ly2] (see also [PP]) which concerns, among others, locally Lipschitz
functions on an Alexandrov space.

In a particular case where the underlying space X is a Riemannian manifold, we
show that our gradient flow of the free energy produces the solution of the linear
Fokker-Planck equation (Theorem 6.3). This generalizes the celebrated work by Jor-
dan, Kinderlehrer and Otto [JKO] on Euclidean spaces to a much wider class of spaces.
As a corollary, the gradient flow of the relative entropy starting from a Dirac measure
describes the heat kernel (Corollary 6.4). These results provide a new insight and
will become effective instruments in analysis, probability theory and geometry on Rie-
mannian manifolds (see [OV] for a formal discussion). It is worthful to mention that
the recent progress on the synthetic lower Ricci curvature bound makes it possible to
apply our results to the free energy.

We refer the readers to forthcoming lecture notes by C. Villani [V2] which contains
some results related especially to Section 6 in the present article.

The article is organized as follows: Section 2 contains reviews on Alexandrov spaces
and Wasserstein spaces. We verify the existence of Euclidean tangent cones on a
Wasserstein space in Section 3. Section 4 concerns properties of lower semi-continuous
and K-convex functions. Section 5 is devoted to gradient flows on a Wasserstein space.
Finally, we discuss the Riemannian case in Section 6.

Here are several conventions and notations throughout the article:

Conventions and notations. e All Riemannian manifolds are supposed to be smooth,
connected, complete and boundaryless.

e We denote by lim._. the limit as ¢ tends to zero from the right.

e We denote by 6,(c) a certain function which depends only on a and satisfies
lima_,0+ Ha(s) = 0.
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2 Preliminaries

Let (X, d) be a metric space. A rectifiable curve v : [0,]] — X is called a geodesic
if it is locally minimizing and has a constant speed, i.e., parametrized proportionally
to the arclength. If a geodesic v : [0,{] — X satisfies length(y) = d(v(0), (1)), then
we say that the geodesic v is minimal. A metric space (X,d) is said to be geodesic
if any two points in X are connected by a (not necessarily unique) minimal geodesic.
For € X and r > 0, we denote by B(x,r) and B(z,) the open and closed ball with
center x and radius r, respectively. We sometimes write dx instead of d in order to
emphasize which space is under consideration.

2.1 Alexandrov spaces

We first review Alexandrov spaces. Standard references are [ABN], [BGP] and [BBI].
An Alexandrov space is a metric space whose sectional curvatures are bounded from
below by a constant in a certain sense. The definition of an Alexandrov space is based
on a simple inequality for geodesic triangles which is indeed equivalent to the lower
sectional curvature bound in the Riemannian case. An Alexandrov space has a nice
infinitesimal structure, what is called a space of directions, as well as a tangent cone.

For k € R, we denote by M?(k) a simply-connected, 2-dimensional Riemannian
manifold of constant sectional curvature . That is, M?(x) is a 2-sphere (k > 0) or a
Euclidean plane (k = 0) or a hyperbolic plane (x < 0). Given three points x,y,z € X
(provided that d(z,y)+d(y, z)+d(z,x) < 27//k if K > 0), we can take corresponding
points I, 7, 2 € M?(k) (which are unique up to an isometry) such that

sz(n)(iag) = dX(xay)a dM%H)(Qa 2) = dX(ya Z)7 dM2(n)(2aa~j) = dx(Z,fB).
We denote by 7z5 : [0,1] — M?(k) a unique minimal geodesic from Z to .

Definition 2.1 (Alexandrov spaces) Let (X, d) be a geodesic metric space and x € R.
We say that (X, d) is an Alexandrov space of curvature > k if, for any three points
z,y,z € X (provided that d(z,y) + d(y, z) + d(z,z) < 27/+/k if £ > 0), any minimal
geodesic v : [0,1] — X from y to z and for any A € [0, 1], we have

dx (2,7(N) 2 duz) (2,752 () (2.1)

In a particular case k = 0, the inequality (2.1) is rewritten as
dx (2.9/00) = (1= Ndx(2,9)° + Mx (2, 2)° — (1= NAdx(y, 2% (2.2)

It is easy to see the following:



e The inequality (2.1) with A = 1/2 (for all z,y,z and ) implies (2.1) for all
A€ [0,1].

e If (X,d) is an Alexandrov space of curvature > k, then, given three points
z,y,z € X and two minimal geodesics v, 7 : [0,1] — X from x to y and from x to z,
respectively, we have

dX (W(A)a 77(7')) Z dMQ(n) (’79227(/\)7 75:2(7—)) (23)

for all \,7 € [0,1]. (This property is also adopted as a definition of an Alexandrov
space.)

e If (X, d) is an Alexandrov space of curvature > &, then it is an Alexandrov space
of curvature > ' for all &' < k.

o If (X, d) is an Alexandrov space of curvature > k, then, given a positive constant
¢ > 0, the scaled metric space (X, c-d) is an Alexandrov space of curvature > x/c?.
Therefore every Alexandrov space can be regarded as an Alexandrov space of curvature
> —1 upto scaling its distance by a positive constant.

Here are some fundamental examples of Alexandrov spaces.

Example 2.2 (i) A Riemannian manifold is an Alexandrov space of curvature > x if
and only if its sectional curvatures are greater than or equal to x everywhere.

(ii) For a compact convex domain 2 C R", let X = 02 equip the length metric
d induced from the standard metric of R”. Then (X,d) is an Alexandrov space of
nonnegative curvature.

(iii) Let (M, g) be a Riemannian manifold of sectional curvature > x and G be a
compact group acting on M by isometries. Then the quotient space M /G equipped
with the quotient metric is an Alexandrov space of curvature > k.

(iv) If a sequence of Alexandrov spaces of curvature > & is convergent with respect
to the Gromov-Hausdorff distance, then its limit space is also an Alexandrov space of
curvature > k.

In the remainder of the subsection, we briefly concern the infinitesimal structure
of X. Fix a point x € X. We define ¥/ X as the set of unit speed minimal geodesics
v :10,0] — X with v(0) = x equipped with an equivalence relation such that v ~ 7
holds if we have ~(t) = n(t) for all ¢t € [0, ] for some € > 0. For v,n € ¥! X, consider
a function

h(s,t) = Z~(s) #n(t),

where Z,7(s),n(t) € M?(k) and Zv(s)an(t) stands for the angle between ’y;@ (0) and
v, %(0) at &. Then the curvature condition (2.3) guarantees that the function A is
monotone non-increasing in both s and ¢, and hence we can define the angle between

~v and n by

Lo(ym) = lim h(s,t) = lim Zy(s)Zn(t).



In particular, the limit lim. o, h(se, te) always exists and is independent of the choices
of s,t > 0. This means that X has infinitesimally a ‘Hilbertian’ structure (this is not
the case of non-Hilbertian Banach spaces). Note also that it follows from (2.3) that

dx (7(5)777@)) < dye2(r) (’7(3)777@))7 (2.4)

where 7 and 7] are given two unit speed geodesics in M?(x) with 5(0) = 7(0) and
Z(%(0),7(0)) = Zz(v,m). The angle Z, is independent of the choices of v and 7 in
their equivalence classes, and gives a natural distance structure on X! X. We define
the space of directions (3,X, Z,) at x as the completion of (X! X, Z,).

Define the tangent cone (C, X, 0,) as the Euclidean cone of (¥,X, Z,), namely

CoX = (£.X x [0,00))/ ~,
where (7,0) ~ (n,0), and

O'x(("}/, s), (n,t)) = /52 4+ 12 — 2st cos Ly (7,n)

for (v, s),(n,t) € C,X. We denote by o, the origin (x,0) € C, X. We remark that, in
the case of kK = 0, the Euclidean cosine formula implies that

00 ((7,8), (m,1))° = &% + 2 — 2st cos L (7, 1)

= 5%+ 1? — 2st cos ( lirgl+ 47/(\/85) :Z‘n/(;_s/))
E—>

1
— El_i}r& ng (v(se), n(te))Q.
A similar equation also holds true for a general k € R. It means that the distance
structure o, is compatible with the scaling limit of dx. If (X,d) is a Riemannian
manifold, then (X,X, Z,) and (C,X,0,) coincide with the unit tangent sphere and
the tangent space at x, respectively.

The structures of spaces of directions and tangent cones are well understood for
finite dimensional Alexandrov spaces.

Proposition 2.3 (cf. [BBI, Theorem 10.9.3, Corollaries 10.9.5, 10.9.6]) Let (X, d) be
a complete, finite Hausdorff dimensional Alexandrov space of curvature > k. Then, at
every x € X, the scaled, pointed metric space (X, c-d,x) converges to (C, X, 04, 0,), as
¢ diverges to the infinity, in the sense of the pointed Gromov-Hausdorff convergence.
In particular, the space of directions (X, X, Z,) is an Alexandrov space of curvature
> 1 (provided that dim X > 2), and the tangent cone (C, X, 0,) is an Alexandrov space
of curvature > 0.

However, in the infinite dimensional case, their structures can be more complicated.
In fact, Halbeisen [Ha] constructed an example of an infinite dimensional, complete
Alexandrov space of nonnegative curvature containing a point at which the tangent
cone is not an inner metric space. Here we say that a metric space is inner if the
distance between arbitrary two points coincides with the infimum of the lengths of
curves connecting them. Geodesic metric spaces are clearly inner.
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2.2 Wasserstein spaces

In this subsection, we recall a Wasserstein space which is a set of probability measures
on a metric space equipped with a reasonable distance structure derived from the
distance structure of the underlying metric space. This concept has many connections
with and applications in various fields of mathematics for which we refer to [V1], [V2]
and references therein. We will restrict ourselves to compact metric spaces and it
allows us to ignore some delicate points arising in the noncompact case. See [V1] for
the general theory.

Let (X, d) be a compact metric space. Denote by P(X) the set of all Borel prob-
ability measures on X. Given two probability measures p,v € P(X), a probability
measure ¢ € P(X x X) is called a coupling of p and v if it satisfies

(A x X)=p(A), qX xA)=v(A)

for every Borel set A C X (i.e., the marginals of ¢ are u and v). For instance, the
product measure p X v is a coupling of p and v.

Definition 2.4 (Wasserstein spaces) For p € [1,00), the L,-Wasserstein space over
(X, d) is a metric space (P(X),d)") equipped with a distance structure d))" defined by

dY (p,v) = inf{/XXX dX(x,y)pdq(x,y)}l/p

q

for p,v € P(X). Here the infimum is taken over all couplings ¢ € P(X x X) of u and
v.

We remark that d)" (s, ) is finite since X is bounded. A coupling ¢ € P(X x X) of
1 and v is said to be optimal if it realizes the distance d;fv(,u, v). For p < p/, the Holder
inequality immediately implies dZV(,u, v) < d;f‘,/ (1, 7). The underlying metric space X is
isometrically embedded into P(X) by identifying a point x € X with a Dirac measure
6, € P(X) at . The Wasserstein space (P(X),d,)”) is a compact metric space since
X is compact. As we see in the following proposition, the Wasserstein distance d;fv is
one way to metrize the weak topology of P(X).

Proposition 2.5 (cf. [V1, Theorem 7.12]) A sequence {p;}ien C P(X) converges to
p € P(X) with respect to dgv if and only if {p;}ien converges to p weakly.

There are several equivalent representations of the Wasserstein distance. Here we
recall one (for p = 1) of them for the later use. Let Lip(X) be the set of all Lipschitz
functions on X and, for h € Lip(X),

Lip(h) := sup M

2.5
z,yeX, z#y d('T? y) ( )

For L € [0,00), h is said to be L-Lipschitz if Lip(h) < L.



Theorem 2.6 (Kantorovich-Rubinstein theorem, cf. [V1, Theorem 1.14]) For p,v €

P(X), we have
AV (p,v) = sup {/ hdu—/ hdl/}.
heLip(X), Lip(h)<1 | Jx X

Hereafter, we consider only the quadratic case (i.e., p = 2). If (X, d) is geodesic,
then so is (P(X),dY) and geodesics in P(X) can be written by using probability
measures on a family of geodesics in X. Let I'(X) be the set of minimal geodesics,
say v : [0,1] — X, in X and define the evaluation map ey : I'(X) — X by
ex(7) := v(A) for each A € [0,1]. We regard I'(X) as a subset of the set of Lipschitz
maps Lip([0, 1], X') equipped with the uniform topology. Note that e, is continuous
with respect to the uniform topology.

Proposition 2.7 ([LV1, Proposition 2.10]) Let (X, d) be a compact, geodesic metric
space. Then, for any p,v € P(X) and any minimal geodesic o : [0,1] — P(X)
betwee them, there exists a Borel probability measure 11 € P(I'(X)) such that we have
(ex)«I1 = a(A) for all X € ]0,1].

In the Riemannian case, McCann’s significant work provides a more precise in-
formation. For a Riemannian manifold (M,g), let us denote by P*(X) C P(X)
the subset consisting of measures which are absolutely continuous with respect to the
Riemannian volume element m.

Theorem 2.8 ([M, Theorem 9|) Let us take a compact Riemannian manifold (M, g).
Then, for any p € P*(M) and v € P(M), there exists a function ¢ : M — R
satisfying the following:

(i) There exists a function ¢ : M — R such that
U(x) = inf {du(z,9)*/2 = o(y)} (2.6)
yeM
holds for all x € M.
(ii) The map V(x) := exp,[—grad ¢ (x)], x € M, satisfies V. = v.

(iii) The map V is a unique optimal transportation from u to v, that is, we have

{/MdM(:v, \I/(x))Qdu(x)}l/Q =dy (u,v) (2.7)

and WV is a unique map (upto a change on a p-null measure set) satisfying V. =

v and (2.7).

The condition (2.6) is called the c-concavity with respect to the cost function
c(x,y) = d(z,y)?/2, and it is indeed equivalent to the concavity of the function
Y(z) — |2[?/2 in Euclidean spaces. Moreover, the condition (2.6) implies that v is
a Lipschitz function. Hence v is differentiable and the gradient grad makes sense
almost everywhere. In the view of Proposition 2.7, if we define a map F': M — I'(M)
by [F(2)](t) := exp,|[—tgrad ¢)(x)], then the measure I := F,u € P(I'(M)) produces
a minimal geodesic between p and v.



2.3 Entropy and Ricci curvature

Let (M, g) be a compact Riemannian manifold and m be the associated volume ele-
ment. For p € P*(M), the relative entropy of p with respect to m is defined by

Ent,, (1) ::/Mplogpdm € (—o0, 0], (2.8)

where the function p stands for the absolutely continuous part of u, i.e., u = p-m.
We also define Ent,,(¢) := oo for P(M)\ P*(M). The following are well-known facts
(cf. [S2, Lemma 4.1]).

Lemma 2.9 (i) The relative entropy Ent,, satisfies
Ent,,(u) > —logm(M)
for all p € P(M) and the equality holds if and only if u=m(M)™' - m.
(ii) The relative entropy Ent,, is lower semi-continuous on P(M).
(iii) Thew}set P(M) :={p € P(M)| Ent,, () < oo} is dense in P(M) with respect
to dy .

It is known that there is a strong connection between the behavior of the relative
entropy and the Ricci curvature.

Theorem 2.10 ([RS, Theorem 1.1]) A compact Riemannian manifold (M, g) satisfies
Ricys > K for K € R if and only if the relative entropy Ent,, is K-convex on P(M).

The K-convexity of Ent,, means that it is K-convex on every minimal geodesic.
See Section 4 for the precise definition. As M is assumed to be compact, such a
constant K € R actually exists. This theorem allows us to adopt the K-convexity of
the relative entropy as a ‘synthetic lower Ricci curvature bound’ for general metric
measure spaces. See [S2], [S3], [LV1], [LV2] and [Oh2] for the recent progress around
this fascinating topic.

More generally, given a smooth function V'€ C*(M), we define the associated free
energy of € P(M) by

f(w) :== Ent,, (u) + /MVd,u € (—logm(M) + inf V, oo. (2.9)

Note that, if 4 = p-m € P*(M), then
f(u)z/ plogpdm+/ Vpdmz/ plog(p-€")dm
M M M

B /M<p ") log(p- €)™V dm.

Hence f(u) can also be regarded as the relative entropy of u with respect to the
measure e~V - m. Clearly f is lower semi-continuous and the following generalization
of Theorem 2.10 holds.



Theorem 2.11 ([S1, Theorem 1.3, [LV1, Theorem 7.3]) Let (M,g) be a compact
Riemannian manifold and V€ C*°(M). Then we have Ricyr +HessV > K for K € R
if and only if the free energy (2.9) is K-conver on P(M).

Here Hess V' stands for the Hessian of V', and the inequality Ricy; + HessV > K is
read as Ricys(v,v) + Hess V(v,v) > K|v|? for all v € TM. Again the compactness of
M guarantees the existence of such a constant K € R.

3 The structure of Wasserstein spaces

In his remarkable paper [Ot], Otto introduced a formal Riemannian structure on the
Wasserstein space over a Fuclidean space. The existence of such a structure is rigor-
ously justified by a fact that the Wasserstein space is an Alexandrov space of nonneg-
ative curvature if and only if so is the underlying metric space (see [S2, Proposition
2.10] and [LV1, Proposition A.9]). However, it is also known that the Wasserstein
space is not an Alexandrov space any more (even for a negative k) if the underlying
metric space does not have a nonnegative curvature (see [S2, Proposition 2.10]). In
order to overcome this difficulty, we introduce a ‘non-Hilbertian’ extension of the non-
negatively curved property in the sense of Alexandrov. This extension has a flavor of
the geometry of Banach spaces.

3.1 A generalized 2-uniform smoothness

Let (X,d) be a geodesic metric space and consider the following inequality: Given
three points z,y, z € X, a minimal geodesic 7 : [0, 1] — X from y to z and A € [0, 1],

d(gz:,v(/\))2 > (1= Nd(z,y)? + Md(z, 2)* — S*(1 — M) d(y, 2)%, (3.1)

where S > 1 is a fixed constant. We say that a geodesic metric space (X, d) satisfies
(3.1) if there is a constant S > 1 such that the inequality (3.1) holds for all z,y, z € X,
minimal geodesic v : [0,1] — X from y to z and for all A € [0,1]. This inequality
generalizes (2.2) which amounts to the case of S = 1, and it can also be regarded as a
nonlinear analogue of the 2-uniform smoothness in the theory of Banach spaces. For
instance, L,-spaces with p € [2,00) satisfy (3.1) with S = /p — 1. We refer to [Ohl]
and [Oh3| for works in this direction.

Proposition 3.1 A compact geodesic metric space (X, d) satisfies (3.1) with the con-
stant S if and only if the Wasserstein space (P(X),dY) satisfies (3.1) with the same
constant S.

Proof. The ‘if” part is obvious because X is isometrically embedded into P(X). We
assume that (X, d) satisfies (3.1) with some constant S > 1. Fix three probability
measures [, i1,V € P(X) and a minimal geodesic « : [0, 1] — P(X) with «(0) = g
and a(1) = py. By Proposition 2.7, there exists a probability measure II € P(I'(X))
with p, = (e;).II = a(r) for 7 € [0, 1].



Given A € [0, 1], we fix an optimal coupling ¢ € P(X x X) of v and u,. Now we
consider disintegrations of II and ¢ by using pu,, that is,

dll = dlIY dpy(w), dq = dq“dpx(w),
where
Iy e P{y e I(X) [v(N) = w}), ¢ € P(X)=P(X x{w}) CP(X x X)

for py-a.e. w € X. For such a point w € X, a curve v € suppll{ and for a point
x € supp ¢, it follows from (3.1) on X that

d(x,w)* > (1 — )\)d(x,fy(()))2 + )\d(SC,”}/(l))Q —S%(1 — )\))\d(’y(O),fy(l))Q. (3.2)

For a = 0, 1, define a (not necessarily optimal) coupling ¢, € P(X x X) of v and p,
by

do = /X (¢  [(€0).T1%])djix (10).

Then we obtain, by integrating (3.2) with respect to (dg" (z)dIIY¥(v))dur(w) on (X x
['(X)) x X,

A v = [ dlaw) i)
XxX

> (11— )\)/X . d(x,y)dgo(x,y) + )\/X d(x, 2)*dq(z, 2)

XX

81— M)A / 46O ane)
> (1= N (v, 10)? + MY (v ) — 52(1— VALY (o, 1)’

Therefore (P(X),dy) satisfies (3.1) with the constant S. O
The analogue of Proposition 3.1 for the reverse inequality of (3.1),
2 2 2 -2 2
d(z,7(N)" < (1= Nd(z,y)* + Ad(z, 2)* = ST = N)Ad(y, 2)°, (3.3)
(in other words, the 2-uniform convexity) does not holds true. In fact, it is known that

P(R?) does not satisfy (3.3) with S = 1 while R? does (see [AGS, Example 7.3.3]).

3.2 The 2-uniform smoothness of Alexandrov spaces

We shall prove that a general Alexandrov space satisfies the 2-uniform smoothness
(3.1) locally. By scaling the distance if necessary, without loss of generality, we can
assume that the lower curvature bound is —1.
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Lemma 3.2 Let (X,d) be an Alexandrov space of curvature > —1. Then, for any
three distinct points x,y,z € X, minimal geodesic 7y : [0,1] — X from y to z and for
any A € [0, 1], we have

d(z,v(N)? > (1 = Nd(z,y)* + Ad(z, 2)?

- {1 + sup d(a:,’y(7))2} (1= N)Md(y, 2)% (3.4)

T7€[0,1]

In particular, if (X, d) is bounded, then it satisfies (3.1) with S = {1 4 (diam X)2}1/2.

Proof. Note that it is sufficient to prove (3.4) for infinitesimally thin triangles, that
is, for all A € (0,1), we will show

4 1 2 1 2 2
d(v()\—5),7(A+5))2{§d(x’7(/\_6)) —|—§d(x,7(/\+8)) —d(z,7(\)) }
<1+ sup d(x,’y(¢))2 +0,(c). (3.5)

T€[0,1]
We remark that 0, ,(¢) is independent of the choice of A € (0, 1).

We assume x ¢ ~ because, if x € ~, then the left hand side of (3.5) is equal
to 1. Given A € (0,1) and a small ¢ > 0, put w = y(\), v = (A — ¢) and
2. = y(A+¢). We also define minimal geodesics v_,~v; : [0,1] — X from w to y.
and z. by v_(t) := y(\ — te) and v (t) := y(\ + te), respectively, and fix a minimal
geodesic 1) : [0,1] — X from w to z. Since the function cosht is convex, we observe

coshd(z,y.) — coshd(z,w) > {d(x,y.) — d(z,w)}sinh d(z, w)

= {d(a,y.)” = d(z,w)"} - (;izgﬁxé(?w)

= Sl — dlw w1+ ezﬁ(s))%

It follows from the inequality (2.4) for a triangle Awzy. together with the hyperbolic
cosine formula that

coshd(z,y.) < coshd(x,w) cosh d(y.,w)
— sinh d(z, w) sinh d(y., w) cos £y, (1, 7-).

These together yield that
14 0,.(¢)sinhd(z, w) 5 9
: d e) d )
S .~ dlo )
< coshd(z,y.) — coshd(z,w)
< cosh d(x, w) cosh d(y., w) — sinh d(z, w) sinh d(y., w) cos Ly, (0, v-)
— cosh d(z,w)

ot co (152)) 1)

d gy ~E
— sinh d(z, w) sinh <(yTz)) cos Zy(n,v-).
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Similarly, it holds that

146, ,(¢) sinhd(z,w) 9 9
9 d(ZL‘,’LU) {d(l’, Z€) - d(l‘7 ’LU) }

< cosh d(x,w){ cosh (d(y‘;’ Zs)) - 1}

d gy ~e
— sinh d(z, w) sinh (%) €08 Ly (1, 74)-

Note that Z,(n,v-) + Zw(n,v+) = 7 by the definitions of v, and v_, and it implies

€08 Zyy(n,7-) + cos Zy(n,7+) = 0.

Thus we have
(1) { o0+ gao, 2 = dla )}
- 2d(x, w) cosh d(x, w) { cosh <M> B 1},

sinh d(x, w) 2
and hence
4 1 1
= —d a 2 —d - 2 _ d 2
d(ye,zg)2{2 (2,9 + 5d(@ )" = d(z, ) }
2d(z, w) cosh d(x,w) cosh(d(y., z-)/2) — 1
< (1486,
= ( t ’7<€)) sinh d(z, w) {d(ye, 2:)/2}?
B d(x,w) cosh d(z,w)
- (1 + 9:”’7(6)) sinh d(z, w)
M{l + d(z,w) sinhd(z,w)} + 0,(¢)
~ sinhd(z, w) ’ ’ o
<1+d(zw)?=1+ d(fE,V()\))z + 02(2).
Therefore we obtain (3.5) and complete the proof. O

It is important for the later use to estimate the error term in (3.4) (relative to
(2.2)) by using only d(y, 2).

Lemma 3.3 Let (X, d) be an Alexandrov space of curvature > —1. Given x,y,z € X,

minimal geodesic v : [0,1] — X from y to z and X € [0,1], if d(y,z) < 1, then we
have

d(z,v(N)* = {1 —d(y, )2} - {(1 = Nd(z,)* + Md(z, 2)*}
—{1+4d(y,2)} - (1 = A)Ad(y, 2). (3.6)

Proof. 1f 2d(y, 2)'/? > sup, (g 1y d(x, (7)), then (3.6) immediately follows from (3.4).

12



In the case of 2d(y, z)"/? < sup,¢j ) d(z, (7)), we observe

d(x,y) > sup d(I,’Y(T)) —d(y,z) > 2d(y,z)1/2 — d(y,z)1/2

T7€[0,1]
= d(y, 2)".

Here we used the assumption d(y, z) < 1 in the second implication. Thus we find

d($,’7(/\))2 Z {d(x>y) - d(y7 Z)}Q Z {d(l’,y) - d(y> 2)1/2 ’ d(ZL’, y)}2
= {1 - d(yv 2)1/2}2d(l‘, y)2'

A similar discussion yields d(x,v(\))? > {1 —d(y, 2)"/?}?d(z, ). Therefore we obtain

d(w,y(N)" > {1 =d(y, )Y - {(1 = Nd(w,y)* + Md(x, 2)°}.
(]

Thus the inequality (3.6) tends to (2.2) as d(y, z) is getting small, namely a general
Alexandrov space is close to an Alexandrov space of curvature > 0 in a small scale (as
was already observed in Proposition 2.3 in a different context).

3.3 Tangent cones on Wasserstein spaces over Alexandrov
spaces

By integrating the inequality (3.6), we obtain a similar inequality in P(X). However,

we need to be careful of the relation between a geodesic o in P(X) and a family of

geodesics in X, say II € P(I'(X)), which produces « (in the sense of Proposition 2.7).
In fact, some v € supp Il may be long even when « is short.

Lemma 3.4 Let (X,d) be a compact Alexandrov space of curvature > —1 and set
D :=diam X. Then, for any minimal geodesic « : [0,l] — P(X), 0 < s <t <[ with
t—s< D', veP(X) and for any X € [0,1], we have

dy’ (v,a((1 = Ns +t)”

> {1— (t—)/2DV?Y - {(1 = NdY (v, a(5))” + MY (v, a(t))?}

— {1 +4(t — s)D} - (1 = MAY (als), a(t))*.

Proof. The proof is similar to the proof of Proposition 3.1, so we give only an outline.
By Proposition 2.7, we find I € P(I'(X)) such that (e;).Il = a(7) for 7 € [0,1]. We
remark that every geodesic v € suppll has a length at most D. Fix A € [0,1] and

an optimal coupling ¢ € P(X x X) of v and py := a((1 — A)s + At). We consider
disintegrations of IT and ¢ by using pu,, that is,

dIl = dlI dpy(w), dq = dq”dpy(w).

13



Then, for uy-a.e. w € X, v € suppll{ and for x € suppq", it follows from (3.6)
(instead of (3.2)) that

d(zx, ) >{1—(t—s)1/216ngth( )1/2}2-{(1—)\)d( (s )) +)\d(x y(t )) }
— {1+ 4(t — s)length(y)} - (1 = M)Ad(v(s),9(t))”
> {1 (t =)DV} {(1 = N)d(,7(s))" + Ad(z, (1))}
—{1+4(t — 5)D} - (1 — N)Ad(v(s),7(1))".

Note that d(v(s),v(t)) < (t — s)D < 1 by assumption. By integrating this inequality
with respect to (dg”(x)dIIY (v))dus(w), we obtain the required inequality. O

Now we are ready to prove one of our main results.

Theorem 3.5 (Tangent cones on P(X)) Let (X, d) be a compact Alexandrov space of
curvature > —1. Then, at any p € P(X), the following hold.

(i) Given two unit speed minimal geodesics a, 3 : [0, 8] — P(X) with «(0) = 5(0) =
woand 6 > 0, the limit

0((ays), (5,)) = lim ~d¥ (a(se), B(te))

e—0+ €
exists for all s,t > 0.

(ii) For a and (3 as in (i), the quantity

1

2_315{82 + = 0u((a,9),(8,1)"}

15 independent of the choices of s,t > 0.

Proof. Throughout the proof, we set D := diam X. We assume 0 < s,t < 1 without
loss of generality.
(i) We shall show that the function

€ +—> %dgv (a(sa), ﬁ(ta))

is ‘almost’ non-decreasing as € goes to zero. Take € € (0, min{d, D~'}) and X € (0, 1).
Then it follows from Lemma 3.4 with v = ((te) and (s,t) = (0, se) that

dy (ﬁ(ts), a()\ss))Q
> {1 (seD)"2}* - {(1 = Ny (B(te), a(0))” + Ady (B(te), a(s2)) "}
— (1+4seD) - (1 = M)AdY (a(0), a(se))?
= (1= \)(te)* + Ady (B(te), a(ss))2 — (1 = M) A(se)* + £%0(¢). (3.7)
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Similarly, we have

dy (a()\ss), ﬁ()\ts))2
> (1= N dY (a(rse), 5(0))° + MY (a(Ase), B(te))?
— (1= M)AdY (8(0), B(te))” + £%0(e)
= (1= MN)(Ase)® + Ady (a(Ase), ﬂ(ta))2 (1= NA(te)® + £%0(e). (3.8)
Combining (3.7) and (3.8), we obtain
dY (a(Ase), B(Ate))”
> (1= A)A2(s6)? = (1 — A)A(te)?
F (1= ) (te)? + AdY (afse), B(te))” — (1 — M)A(s)?} + £26(e)

= \2dY (a(se), B(te))” + 20(e),

and hence

1

Edgv (a(Ase), B(Ate)) > éd;’v (au(se), B(te)) + 0(e).

This implies that the limit

Uu((a>s)7(ﬁat)) = lim dw( ( ),ﬁ(té‘))

e—0+ ¢

exists.
(ii) We take ¢ € (0, min{d, D~'}) and A € (0,1), and compare o,,((c, s), (3,t)) and
ou((a, As), (5,t)). On one hand, we observed in (3.7) that

dY (a(rse), B(te))
> (1= M) (te)? + AdY (a(se), B(te)) — (1 — NA(se)? + 20(e).
By deviding both sides by €% and letting ¢ tend to zero, this implies
(@, 28), (5,6))° > (1 = N2+ Ao, (@, 8), (B,0)° = (1= MAs®. (3.9)
On the other hand, it follows from (3.8) that

No,((a, ), (8,0)° > (1= A (As)? + Ao ((@, As), (8,1))° = (1 — M)A,

and hence

(@, As), (8,6))° < (1= N2+ Ao (@, ), (8,8))° = (1 = A)As®. (3.10)
Therefore the equality holds in (3.9) and (3.10), and it yields

1

2 2 2\ _ 1 2 2 2
et (As)* +t —Uu((a,)\s),(ﬁ,t)) }_2_315{8 +t —au((a,s),(ﬁ,t)) }

This completes the proof. O
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As in the case of Alexandrov spaces, for 1 € P(X), we define 2/ [P(X)] as the set
of all unit speed geodesics emanating from p equipped with an equivalence relation
such that a ~ § if they coincide near p. Define the angle Z,, (o, 3) € [0, 7] between

a, € X,[P(X)] by

cos Z, (o, B) := %{2 — 0. ((a, 1), (8, 1))2}.

Then the angle Z,, provides a pseudo-distance function on ¥ [P(X)] and the space
of directions (X,[P(X)], Z,) at p is the completion of (X,[P(X)]/{Z, = 0},2,). We
define the tangent cone (C,[P(X)], 0,) at it as the Euclidean cone over (£,[P(X)], Z,.).
Here we abused the symbol ‘o,,’, but Theorem 3.5(ii) assures that o,, given by Theorem
3.5(i) is coincide with the distance function on the Eulidean cone C,[P(X)]. That is
to say, Theorem 3.5(ii) says that, for all s,¢ > 0,

cos Z,(a, B) = QLst s+t — o, ((a8), (ﬁ»t))Q}

which is rewritten as
au((,s), (8,1))° = 8> + 12 — 2st cos Z,,(av, 3).

This corresponds to the Euclidean cosine formula. We will sometimes identify « €
Y, [P(X)] with (a,1) € C,[P(X)]. For (a,s), (5,t) € C,[P(X)], we define the inner
product of them by

(), (B, 1)), i= st cos Zu(, ) = %{52 L2 o ((ars) (5.0)7). (3.11)

For the later convenience, we also define (C},[P(X)],0,) as the Euclidean cone over
(ZL[P(X)], £,). Note that (C,[P(X)],0,) is the completion of (C}[P(X)]/{o, =

0},0,).

Remark 3.6 The proof of Theorem 3.5 is also applicable to the noncompact case by
restricting P(X) to a subset, say P.(X), consisting of measures of compact supports.
However, P.(X) is not complete with respect to dy’ .

3.4 The first variation formula

In this subsection, we recall a kind of first variation formula (see [Ly1, Lemma 9.1]). A
curve & : [0,6] — P(X) is said to be differentiable at 0 if there is (c, t) € Ce(o)[P(X)]
such that, for any sequence {e;};cn tending to zero and any sequence of unit speed
minimal geodesics {a; }ien from £(0) to £(g;), the sequence {(a, dY (£(0),£(g:)) /i) bien
converges to (o, t) in Cgy[P(X)]. In this case, we put £'(0) := (a,t). Note that
¢'(0) = og(g) if and only if lim. o4 d} (£(0),&(¢))/e = 0 and that, if £'(0) # o), then

lim dy (£(0),€(g)) /e = ¢, lim Ze() (0, 0) = 0.

e—0+
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Lemma 3.7 (The first variation formula) Given pu,v € P(X), let a: [0,]] — P(X)
be a unit speed minimal geodesic from p to v and o~ : [0,l] — P(X) be its converse,
i.e., a (t) := a(l —t). Then, for any curves &,( : [0,0] — P(X) differentiable at 0
with £(0) = p and ((0) = v, we have

lim sup —h(g) _ h<0)
e—0+ 9

< _<§,<O)a (O./, 1)>M - <C/(O)7 (CY_, 1>>V’

where we set h(t) := dyY (£(t),¢(t)).
Proof. Take a sequence {¢;};cn tending to zero and satisfying

lim —h(&) — o) = lim sup —h(g) — h(O).

1—00 E; e—0+ S

For each i € N, set a; := d¥ (11,&(g;)) and b; := dY (v,((g;)) and choose minimal
geodesics ; : [0, a;] — P(X) from p to £(g;) and ; : [0,b;] — P(X) from v to ((g;).
Put v; := (B, ai/ei) € C[P(X)] and w; := (73, bi/e;) € C,[P(X)] for brevity. Recall
that the differentiabilities of £ and ( say that v; and w; tend to &’'(0) and '(0) as 4
goes to the infinity in C,[P(X)] and C,[P(X)], respectively. We also observe that

lim sup M — lim sup d?(ﬁi(aié\)y %(bﬁ)) — dgv(u, y)
e—0+ £ e—0+ i€
< lim sup dgv(g(E)a ﬁz(azﬁ/&)) + dgv(g(gL ’Yz(bzé‘/gz))
e—0+ e

= 0u(£(0),v5) + 0, (¢'(0), wi) — 0

as ¢ diverges to the infinity. Similarly, we find

lim <Ui7 (OJ, 1)>M = <§/(O)’ (O_/, 1)>M’ lim <wi7 (Oé_, 1)>V = <C/(0)7 (CY_, 1)>V'

1—00 1—00
Thus it suffices to see

WA (o)~ (be)) . W
limn sup dY (Bi(aie), vi(bie)) — dY (u,v)
e—0+ €i€

< = (i (@, D) = {wi, (a7, 1))

Now we consider a product space Y := C}[P(X)] x C,[P(X)] and a function
DY — [0, 00) defined by, for v = (3,s) € C,[P(X)] and w = (v,t) € C,[P(X)],

D(U U)) — lim sup dg‘/(ﬁ(&’f), V(tg)) — dIQ/V<,u7 V) )
e—04+ 9

The function D can be regarded as a differential of the distance function d : P(X) x
P(X) — [0,00) at (p, ). The triangle inequality yields that |D(v,w)| < s+t and

|D(v,w) — D', w")| < o,(v,0") + o, (w, w").
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Thus we have, for any i € N and ¢t > 0,
D (v, w;) < D((% t),(a", t)) + Uu(% (e, t)) T Oy (wi’ (a7, t))
= 2t + {(as/e)? + 12— 2(u;, (a, 1)), 172
+{(bifei)® + 17 = 2(wi, (a7, 1)), )72,
Note that

Tim [{(ai/2)? + £ = 2(vs, (@, ), 12 — 1]
o a/e? 48 = 2t (1)), — £
t—c0 {(az/e1)2 + 12 — 2(vs, (, ), /2 + 1

— lim t'(ai/ei)? = 2(vi, (a, 1)),
t—oo {t7%(a;/e;)* + 1 — 2t v, (a, 1)), /2 + 1

= _<vi7 (a’ 1)>,u'

Similarly, we deduce that

Hm [{(b;/e:)? + 2 — 2(w;, (@™, ), }/* —t] = —(w;, (a7, 1)),.

t—o00

Hence we obtain

lim sup dy (Bi(ae), vi(be)) — dy (p, v)
e—0+ €i€

= D(UZ', ’U,)Z)

< _<Ui7 (aa 1)>u - <wiv (Oz_, 1)>V'

4 K-convex and lower semi-continuous functions

This section is devoted to recalling important properties of K-convex and lower semi-
continuous functions on P(X) which can be found in [AGS], [Ly2] etc. Throughout
the section, (X, d) is a compact Alexandrov space of curvature bounded below, and a
function f: P(X) — (—o00, 00| is always assumed to satisfy the following:

A function f: P(X) — (—o0, 00] is nontrivial, K-convex

) s 4.1
and lower semi-continuous. (4.1)

Here a function f is said to be nontrivial if P*(X) := {u € P(X) | f(u) < oo} # (. The
K -convezity of f for K € R means that, for any minimal geodesic « : [0, 1] — P(X)
and X € [0, 1], we have

F(@(N) < (1= A)f (a(0)) + Af(al1)) ~ 5(1 = M)A ((0), a(1))*

In particular, given pu, v € P*(X), every minimal geodesic between them is contained
in P*(X) (in other words, the set P*(X) is convex in P(X)). Therefore we can define
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YLPH(X)], Bu[P(X)], CL[P*(X)] and C,[P*(X)] in similar manners (see a para-
graph following Theorem 3.5), and they are isometrically embedded into ¥ [P(X)],
Yu[P(X)], CL[P(X)] and C,[P(X)] by inclusions, respectively. We remark that, if we
put w := inf,cp(x) f(1), then it follows from the lower semi-continuity of f and the
compactness of P(X) that w is attained at some point in P*(X), and hence w > —oo.
One of the most important examples of functions satisfying (4.1) is the free energy (as
well as the relative entropy) which is an object in Section 6. The following lemma is
a well-known fact on K-convex functions.

Lemma 4.1 Let o : [0,1] — P*(X) be a minimal geodesic. Then f o« is differen-
tiable from both sides at every point, and we have

i 1@E) = f(@(O) . flall =) — flaW)

e—0+ € e—0+ 9

< —KI.

4.1 Gradient vectors

For f: P(X) — (—o00, 00| satisfying (4.1), define the absolute gradient |V_f|(1) €
[0,00] of f at u € P*(X) by

IV_f|(p) := max {O, lim sup M}, (4.2)

PrNsv—n 5 (1, V)

where the convergence v — p is with respect to dy . Note that |V_f|(x) = 0 holds if
f(p) = w (= infuepx) F(v)).
Fix p € P*(X) with [V_f|(u) < oo. For v = (a,s) € C/[P*(X)], i.e., a unit speed
minimal geodesic « : [0,0] — P*(X) with a(0) = p and s > 0, we define
. fla(se)) = f(w)
/ —
D”f(v) T al—lgl-‘r e '

Note that the limit above exists, for foa is K-convex, and that D], f(v) > —s|V_ f|(1).
Moreover, the K-convexity also implies that

DL

<ap (1) re - 5 (1-5) 5

= 2{1(00) ~ F)} — s (4.3)
We further define a function D, f : C,,[P*(X)] — R by

Dyf(v) == c;[%i%i)féﬁ, _ Duf(w) (4.4)
for v = (a,s) € C,[P*(X)]. Clearly we have D,f(v) > —s|V_f|(n), D,f(v) =
s+ D,f((a,1)) and also D, f(v) < D, f(v) if v € C)[P*(X)]. The following lemma
means that D, f is ‘almost’ convex. The convexy is easily verified by taking a scaling
limit if the space in question is of finite dimension (see Proposition 2.3). However, it
is not the case because P(X) is obviously infinite dimensional even when X is of finite
dimension.
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Lemma 4.2 Fiz a point p € P*(X) with |V_f|(p) < 00 and v,w € C,[P*(X)]. Then,
for any € > 0, there exists some u € C,[P*(X)] for which we have

D,f(u) < 5 Duf(0) + 5D f(w) +5, (4.5)
0,00 u)* < %Uu(ouv v)? + %Ou(ouv w)? — }ldu(v, w)? + . (4.6)

Proof. 1t suffices to treat the case of K = —1. Put v = (o, s) and w = (3,t). If s =0
or t = 0, then we just take u = ((3,t/2) or u = («, s/2), respectively. Thus, without
loss of generality, we may assume s,t > 0.

We first suppose that o, 3 € ¥/, [P*(X)] and s # ¢, and show the analogues of (4.5)
and (4.6) for D), f instead of D, f. Note that, for a small A € (0, 1],

fla(Xs)) = f(w) F(BOAE) = f(w)
A A

Let & : [0,1] — P*(X) be a minimal geodesic from «(As) to S(At) and set vy =
£\(1/2). We also choose a minimal geodesic ¢y : [0, dY (i, vy)] — P*(X) from p to
vy and put

= D;Lf(v) +6(N), = DLf(w) +6(N).

ux = (O dy’ (11, 10)/A) € CL[P*(X))].

Then (4.3) with 6 = d¥ (u,vy) and s = dY (i, v,)/\ as well as the (—1)-convexity of
f implies that

f(v) — f(p) N dy (p, vp)?
A 2

< ${3009) + 37(6500) + ¥ (a0). 500" = £}

D f(uy) <

8

+ %(As + At)?
< 1009 = ) | SEOD =16, 5y,

1, 1,
= §Duf(v) + §Duf(w) +0(N).

Thus we obtain (4.5) for D], f by taking a sufficiently small A > 0.
Now we prove (4.6), more precisely,

1 1 1
Uu(0u7u/\)2 < 5‘7#(0#’ U)Q + 5‘7#(0#’ w>2 - Zau(vvw)Q +0(A)
1 1
= 5(52 + %) — ZU“(U’ w)? +0(N). (4.7)

Suppose the contrary, namely there is ¢ > 0 such that, for any ¢ € N, we find \; €
(0,77'] satisfying

(2 + ) — ia#@, W)’ + ¢, (4.8)

N | —

JH<O#7 U)\i)2 >
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Then we put

o { it )

Note that our assumption s # ¢t guarantees
(v, w)? /4 < (s +1)?/4 < (s* +17)/2

and that

a?>1+ c > 1+ L
¢ (s24+12)/2 — ou(v,w)2/4 — s2 + 2
AR 6

(s +t2))2 = ou(v,w)? /4 Y

It follows from Lemma 3.4 that

i o a0s)* 2 (1 000){

_ (1 + 0()\1»)) aia—zldgv (,u, oz()\iais))z

i

a; —

1 1
dIQ/V(V)\—n M)Q + &_dg[/ (V)\—n a()\iais))Q}

a;

a; — 1 1
= Mo (0, uy,)? + ;dgv(l/,\i,a()\iais)f

7

and, similarly,

dy’ (]/}\Hﬁ()\it))Q

N2, (o un, ) + 5d§” (v, BONait))?
_ (a; — DN + /\fe();).
Since vy, is a midpoint between a(\;s) and G(\;t), we deduce that
Ao, (0,w)? = dY (a(Nss), BNit))” + A20(N)
= 2dW( (Nis), )’ + 245 (va,, BOE)) + A20(N)
di 4)\ 20, (0, un, ) + 3{dgv (Vs a()\iais))Z +dy (V,\i,ﬁ()\iait))Z}
—2(a; — DA} (s* + 1%) iA?@(Ai)
i . 14)\ 20, (0, un,)? + alidgv(a()\iais),ﬁ()\iait)f
—2(a; — DAZ(s® + %) + AFO(N,).
By the definition of a;, the right hand side is equal to

>
a;

v

a; — 1
4020, (0, up,)? + Mao, (v, w)?

a;
4
— (ai — 1))‘22{0M(U7 w)2 + p

i

5,(0n u)} £ 20(0)

_1\?
- (a, ) ANZ 0, (0, up,)? + Ao, (v, w)? + AZ0(N,).

Qa;
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Thus we see (a; —1)/a; - 0,(0,, uy,) = 0(N;). As a? —1 > 2¢/(s* +t*) > 0 uniformly in
i € N, we have 0,(0,,uy,) = 0()\;), it contradicts to (4.8). Therefore we obtain (4.7).

For a general a € X,[P*(X)], let us take a sequence {a;}ien C X, [P*(X)] which
converges to a and satisfies lim; .o, D}, f(v;) = D, f(v), where we put v; := (a;, s) €
C)[P*(X)]. Choose {B;}ien C X,[P*(X)] in a similar manner, and put w; := (3;,t;) €
C[P*(X)], where {t;}ien C (0,00) is a sequence satisfying lim; .o t; = ¢, t; <t and
t; # s. For sufficiently large ¢ € N, we observe

D,f(v) € Duf )45, Djf(ws) < Duf(w)+ 3, (4.9)

o, (i, w;)? > o, (v, w)? — 2. (4.10)

As a;, B; € ¥,[P*(X)], the first part of the proof guarantees that there exists some
u € C)[P*(X)] satistying

D () < 3D f(w) + 5 Djf(w) + 5.

97
Uu(ouvu)z < %Uu(om Ui)2 + %Uu@u:wi)Q - iau(viawi)Q + g
Note that D, f(u) < D], f(u) and that
000 0) = 000 0) = 5, a0 ) =t 1y = 0,0, 13).

Combining these with (4.9) and (4.10), we obtain
1 1
Daf() € LD, () + Dl () + 2
1 1 1
(0, u)* < 5‘7#(0#7 v)? + iau(oua w)? — Zau(va w)? +e.

O

The convexity of D,f enables us to find the unique steepest direction of f in

YulP(X)].

Lemma 4.3 For any p € P*(X) with 0 < |[V_f|(n) < oo, there exists a unique
a € X,[P(X)] satisfying D,f(a) = —|V_f|(n). Moreover, for any 5 € X,[P*(X)],
we have D,f(B) > —|V_fl(p) - (o, ). Here we identify a, 5 € X,[P*(X)] with
(a,1),(8,1) € C,[P*(X)], respectively.

Proof. By the definition of |[V_f|(11), we can take a sequence {a;}ieny C X, [P*(X)]
such that lim; ., D}, f(;) = —|V_f[(p). For i, j € N and an arbitrary ¢ > 0, Lemma
4.2 assures that there is u = (£, 7) € C,[P*(X)] with

Dof(u) < S Duf(0) + 5 Duf (o) < < S D f(0) + 3 Dlf ) + 2,
1

<1 — Zau((ai, 1), (o, 1))2 + €.
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Combining these with D, f(u) > —7|V_ f|(1), we observe

%Dﬁf(ozz) + 5D, f(ay) 2 Dpf(u) —e = =7|V- fl(n) —

1 , 1/2
> {1 o@Dl 1) 4 95100 -
As ¢ is arbitrary and |V_f|(x) > 0, by letting ¢ and j go to the infinity, we obtain

lim 0,((a;, 1), (aj,1)) = 0.

1,j—00
Thus {a;}en is a Cauchy sequence, and hence it converges to some a € X,[P*(X)].
By the choice of {«;}en, « satisfies D, f(a) = —|V_ f|(1) and the uniqueness of a also
follows from Lemma 4.2.

Next we consider the second assertion. For each i € N, by Lemma 4.2, we find
u; € C,[P*(X)] satisfying

Duf() < 5Duf (0,10) + 5 Dul () 447 = LIV Fl(0) + 2 Duf(8) +7"
2 9 ,
Uu(olnui)z < % + % - }ldu((a,i), (8, 1))2 +i ' = ZZ + i + %<@aﬁ>u +i!
Thus we see
Dy f (i) 2 =0 (0, wi) V- f[ (1) = —%{ZQ + 1+ 2ia, B), + 47 IV fI(w),
and hence
Dyuf(B) = 2Dy f (ui) + V- fl(n) — 2i7"
> [i — {i® + 1+ 2i(a, B), + 4i P2 |V fl(p) — 207"
B —1 —2i{a, B),, — 4i! .
i+ {241+ 2i<0¢,5>u + 4471}1/2 V- A1) — 27
— —(a@, B)u - V- fl(n)
as ¢ diverges to the infinity. This completes the proof. O

Thus we can define the (minus) gradient vector of f at p with 0 < |V_ f](u) < oo
by

Vo f () = (a, [V fl(n) € Cu[P*(X)], (4.11)

where a € £,[P*(X)] is the unique element obtained in Lemma 4.3. In the smooth
case, V_ f(u) corresponds to — grad f ().
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4.2 Upper gradients

A nonnegative, Borel function g : P*(X) — [0, 00| is called an upper gradient for f
if, for every Lipschitz curve 7 : [0,1] — P*(X), it holds that

£ (n(0) — £ ()| < / g (n(0) 1| (2) dt. (4.12)

where we set |/[(t) := lim,_; dY (n(s),n(t))/|s — t| and it exists at a.e. t € [0,1] since
n is Lipschitz (see, e.g., [AGS, Theorem 1.1.2]). See [AGS, §1.2] for more on upper
gradients and [Ch] and [HK] for connections with the theory of Sobolev spaces. In
order to show that the absolute gradient |V_ f| is an upper gradient for f, we introduce
a variant of it. For r > 0 and p € P*(X), define

IV fl(p) = max{(), sup M} (4.13)

veBu\hne=(x)  dy (1, v)

Recall that B(u,r) denotes an open ball (in P (X)) with center u and radius r. Clearly
IV2f1(1) = [V () Dolds.

Lemma 4.4 (cf. [AGS, Theorem 1.2.5]) The function |V f| : P*(X) — [0,00] is

lower semi-continuous and is an upper gradient for f.

Proof. We first prove the lower semi-continuity. Take a sequence {u;}ien C P*(X)
converging to u € P*(X). For an arbitrary v € [B(u,r) \ {u}] N P*(X), as 0 <
dy (u;,v) < r for sufficiently large i € N, it follows from the lower semi-continuity of
f that

flp) = fv) o Fl) = fv)
) S )
. f ) —f(V’))
<l f ——
= e (V’E[B(ui,r?&Ei}]ﬁP*(X) dy (i, ")

< liminf [V £ ().
By taking the supremum in v, we obtain
7 £1(s) < liminf [V (1),

Therefore |V” f| is lower semi-continuous and, in particular, Borel.
In order to show that |V” f| is an upper gradient for f, let us take a Lipschitz curve
n :10,l]] — P*(X). Without loss of generality, we can suppose that 7 has a unit

speed, | < r and that fol V" fl(n(t))dt < co. Put h := fonand g := |V"f|on for
brevity. For any s,t € [0, 1], we observe that dy (n(s),n(t)) < |s—t| <1 < r and hence

h(s) = h(t) < [V2f1(n(s)) - dy (n(s),n(t)) < g(s) - |s —1]. (4.14)
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Fix a large k € N. For 7 € (0,1/k), it follows from (4.14) that

Integrating this inequality with respect to 7 € (0,1/k), we find

h(0) = h(l) < h(0) — ; /0 ey de v /0 ) d

Letting k£ go to the infinity, we obtain, by the lower semi-continuity of A,
!
h(0) — h(l) < / g(t) dt.
0

Similarly, we deduce h(l ) < fo t) dt and it completes the proof. O

Lemma 4.5 (cf. [AGS, Corollary 2.4.10]) The absolute gradient |V_f| : P*(X) —
[0,00] of f is lower semi-continuous and is an upper gradient for f.

Proof. 'We shall observe that, for every p € P*(X) and r > 0, it holds that
flp) = fv) | K
IV_f[(p) = max {0, sup (— + —d¥ (u,v) (4.15)
velB\ P o \ A8 (mv) 20T

(see [AGS, Theorem 2.4.9]). On one hand, we immediately see by definition that

B . flw) = f)
V- fl(k) = max {O’hIfffpw}

- max{() lim sup (M Kdg (K, ))}

B dy (i, 2

K
< max 1 0, _dW(/%V)}-
{ elB s NP (X ( dW (v 2 2 )

On the other hand, for each fixed v € [B(u,r) \ {u}] N P*(X), the K-convexity of f
along a minimal geodesic « : [0,1] — P*(X) from p to v says that

F(aN) < (1= N)F() + A @) - §<1 A (1)

for all A € (0, 1]. Deviding both sides by d& (i, a(\)) = \dY (i, v), we have
fp) = flaN) _ flw) —flv) | K w
o) = dfGry) 20T VEwY)
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Letting A tend to zero, we obtain

VA1 > Ll 2

Then (4.15) follows by taking the supremum in v.

The lower semi-continuity of |V_ f| is derived from the representation (4.15) just as
in the proof of Lemma 4.4. It also follows from (4.15) and the definition of |V f|(u)
that

. min{ K, 0}
VA1) 2 (V7 ) + PO
As every |V7 f] is an upper gradient for f, by letting r tend to zero, we see that |V_f|
is also an upper gradient for f. O

5 Gradient flows on Wasserstein spaces

In this section, we formulate and construct a gradient flow G : P*(X) x [0,00) —
P*(X) of a K-convex, lower semi-continuous function f on P(X) by using the ‘Rie-
mannian structure’ of P(X) established in Section 3. Recall that P*(X) = {u €
P(X)| f(n) < oo}. We will follow known strategies for constructing gradient flows,
especially the discussion in [Ly2| (see also [PP]). However, we need to be careful at
some points because of the discontinuity of f as well as the infinite dimensionality
of P(X), so we shall give all proofs for completeness. Furthermore, we will obtain
some seemingly new estimates (see Propositions 5.7 and 5.12 below). Throughout the
section, let (X, d) be a compact Alexandrov space of curvature bounded below, and
let f:P(X) — (—o00,00] be a function satisfying the condition (4.1).

5.1 Existence and completeness

In this subsection, we study the existence of a gradient curve with an initial point
p € P*(X), ie., a curve t — G(u,t). To do this, we first construct a ‘gradient-like
curve’ (which will turn out to be a unit speed curve whose reparametrization produces
a gradient curve) by way of the discrete approximation.

For a € [w, 00), define the sublevel set of f by

Uld] = f~Y(jw,a]) C P*(X). (5.1)

Since f is lower semi-continuous and P(X) is compact, the set Ula] is compact. Note
also that Ula] D Ulw] # 0.

Lemma 5.1 Given p € P*(X) and C,r > 0, suppose that |V_f|(v) > C holds for
all v € B(p,r) N P*(X). Then, for each ¢ € (0,min{C'r, f(n) — w}], there exists
v € B(u,r) N P*(X) satisfying

Fw) = Fu) = e, dY () = dist (u, ULf () - ). (5.2)

In particular, we have dist(u, U[f(un) —c]) <.
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Proof. First of all, we observe the existence of v € P*(X) satisfying the conditions
(5.2). By the hypothesis, we know f(u) — ¢ > w and it guarantees U[f(u) — ] # 0.
As U[f () — c] is compact, we can take v € U[f(u) — ] satisfying

dy (p,v) = dist (1, U[f (1) — €]).

Note that f(v) < f(u) —c. Let a: [0,1] — P*(X) be a minimal geodesic from p to
v. Since the function foa :[0,1] — [w,00) is K-convex, it is continuous and we find

A € [0,1] such that f(a(X)) = f(u) —c. If A <1, then we see
dy’ (p, (X)) > dist (u, Uf(p) = ) = dy (,v) > dy (n, (N)),

this is a contradiction. Therefore we have A = 1, and hence f(v) = f(u) — c.
Now we need to show dy (11, v) < r, that is,

UL () — &l N Blu,r) £ 0.
Let A C [0, 1] be a maximal subset such that, for each a € A,

Ulf(n) — ca] N B(p,ra) # 0.

Note that 0 € A and it suffices to show 1 € A. We set a := sup,4a’ and first
prove that a € A. If a is an isolated point in A, then clearly a € A. Otherwise,
let {a;}ien C A be an increasing sequence which converges to a. For each i € N, as
a; € A, we can take v; € P*(X) such that

f) < f(u) —cai,  dy (n,vs) < ras.

Since P(X) is compact, by extracting a subsequence if necessary, the sequence {v; };en
converges to some v € P(X). Then clearly dY (u,v) < ra and the lower semi-
continuity of f implies f(v) < f(u) — ca. Thus v € U[f(u) — ca] N B(u,ra) # 0
and hence a € A.

We next suppose a = sup,c,a’ < 1 and will derive a contradiction. We first
consider the case of ¢ < Cr. Take v € U[f(u) — ca] N B(u,ra). Then it holds that
IV_f|(v) > C > ¢/r by the hypothesis, so that we can choose v/ € P*(X) \ {v} with
dY (V' v)/r=:6<1—aand f(v) — f(V) > (c/r)dY (v,V). We observe

dy (V') < dy (p,v) +dy’ (v,v') < r(a+9),
FWV) < fw) = (¢/r)dy (v,v) < f(n) = c(a+9).

Therefore we find U[f (i) — c(a + 6)] N B(p,r(a + §)) # 0, it implies a + 6 € A and
contradicts to the maximality of a. Thus we obtain 1 € A.

In the case of ¢ = Cr, we take an increasing sequence {¢; };en tending to ¢. Then
we know U[f (i) — ¢;] N B(u,r) # 0 for every i € N, and this together with the lower
semi-continuity of f shows that U[f(u) — ] N B(u,r) # 0. O

Corollary 5.2 For every pn € P*(X) and r > 0, we have

Lt VLf) < LI~} < oo

veB(pu,r)N"P*(X

In particular, Cr < f(u) —w automatically holds in the situation in Lemma 5.1.
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Proof. Suppose the contrary. Then we can apply Lemma 5.1 with ¢ = f (1) — w and
obtain Ulw] N B(u,r) # 0. This is a contradiction because it implies

0= _inf )er|<u>>%{f<u>—w}zo.

vEB(pu,m)NP*(X

O

Now we give the definition of a gradient-like curve and observe several straightfor-
ward properties.

Definition 5.3 A 1-Lipschitz curve n : [0,1) — P*(X)\ {x € P*(X)||V_f|(p) = 0}
is called a gradient-like curve of f if we have

F0) = £(n(0)) - / V7| (n(s)) ds (5.3)

for all t € [0,1).

Recall that a Lipschitz curve n is said to be 1-Lipschitz if it satisfies Lip(n) < 1
(see (2.5)).

Lemma 5.4 Letn:[0,1) — P*(X) \ {px € P*(X)||V_fl(n) = 0} be a gradient-like
curve of f. Then the following hold.

(i) We have |V_f|(n(t)) < oo for a.e. t € [0,1) and

e—0+ )

for all t €0,1).
(i) At every t € [0,1) with |V_f|(n(t)) < oo, 1 is differentiable and
' (t) = V- f(n(t)/IV-f|(n(t))
holds. In particular, the curve 1 has a unit speed. Here we abbreviated
V_f () /IV-f1(n(1)) = (e, 1) € Cypy [P (X)),
where V_f(n(t)) = (e, V- f|(n(t))) € Cyn[P*(X)] (see (4.11)).

(iii) Ifl < oo, then n can be extended to n : [0,1] — P*(X) as a gradient-like curve.
More precisely, the limit n(l) := lim;,_; n(t) exists and it satisfies

F(n(®) = f(n(0)) - /0 | IV f1(n(s)) ds.
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Proof. (i) The inequality (5.3) immediately implies that |V_f|(n(t)) < oo holds for
a.e. t € [0,1). By the 1-Lipschitz continuity of n, for all ¢ € [0,1), we see
e S+ ) — f(n(t))  ft+2) = fln(t)

e T EERTOIN e

Here we remark that

t+e
Fn(t+e)) = f(n(®) = —/t V- f1(n(s)) ds < 0.

Moreover, the lower semi-continuity of |V_ f| (Lemma 4.5) yields that

imsup AN g () ds < — IS F1 ().

e—0+ g e—=0+ &£

These show (5.4).
(i) Fix ¢t € [0,1) for which |V_f|(n(t)) < oco. We observe that, by (i) and the
definition of |V_f],

fn(®) — f(n(t +¢))

V(1)) = lim

. f@®) = fnt+e) . . .d¥(nt),nt+e))
S Hmsup = o)) dnt c

o dy (n(t),n(t +¢))
< V-1 (n(®)) - lim inf . :

Combining this with the 1-Lipschitz continuity of n, we find that

A (), 0t + <))
e—0+ g

— 1. (5.5)

Given a decreasing sequence {g;}ieny C (0,00) tending to zero and a sequence
{ai}ien C X7 ) [P*(X)] of minimal geodesics from n(t) to n(t + &;), put

v = (e, dy (n(t),n(t + )) /i) € Cr [P*(X)).

Then, by a discussion similar to the proof of Lemma 4.3 (using (5.4) and (5.5)), the
sequence {v; }ien is a Cauchy sequence and converges to V_ f(n(t))/|V_fl(n(t)).

(iii) The existence of n(l) = lim,—;n(t) is an immediate consequence of the com-
pleteness of P(X) and the 1-Lipschitz continuity of 1. Moreover, the lower semi-
continuity of f yields that

f(n@) < £(n(0)) —/0 IV_£(n(s)) ds.

We suppose that there is some € > 0 such that

Fn() < £(n(0)) - / V() ds — e
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For each t € [0,1), take a unit speed minimal geodesic ay : [0, dY (n(t),n(1))] — P*(X)
from n(t) to n(l). Then we have, by (4.3),

IV A1((0)) = =Dy f ) > oy () 0(0)

n

1 ! in{X,0

> A [y as e+ 2Dy
- t
€ min{ K, 0}

[—1).
— -t 2 ( )
: I R _
However, since [, ¢/(I—t)dt = oo, it implies f(7(l)) = —oo, a contradiction. Therefore

we obtain

FnD) = £ (n(0)) - / V] (n(s)) ds
O

Lemma 5.1 and the Arzela-Ascoli theorem assure that a gradient-like curve starts
from every p € P*(X) with |V_f|(u) > 0

Lemma 5.5 For each pn € P*(X) with |V_f|(x) > 0, we have a gradient-like curve
n:[0,1] — P*(X) of f with n(0) = p for some 0 <1 < 0.

Proof. By the lower semi-continuity of [V_f| (Lemma 4.5), we find C,r > 0 such
that we have [V_f|(v) > C for all v € B(u,r) NP*(X), just as the assumption in
Lemma 5.1. In particular, Ulw] N B(u,r) = 0. Given k € N, by applying Lemma

5.1 repeatedly, we can choose a maximal sequence {uF};_, N® < B(u,r) N P*(X) with
pk = p satisfying

=kt inf IV_fl,

b B(pk_y k= 1)NP*(X)
f(ﬂf) = f(/iiC 1)~ 5—17
dW(,ul 1,/%) = dist (,LLz g U[f(,ufq) - Cffl]) <k~

for each i = 1,2,... , N(k). Note that we know ¢ ; € [Ck™!, f(uF_,)—w] by Corollary
5.2. We also remark that the maximality of the sequence means that

Ny > < inf ’Vf\) A —dy (s o)}
Bl gy ok~ HNP*(X)
= CIJCV(k)k Ar— dgv(/% U];V(k))}v

and hence d (u, pif, Ny > T k1. Set af := 0 and af := 22:1 dy (uh_y, ) for

= 1,2,...,N(k). Note that afy,y > d' (i, i) > v — k= We define A :=
{a’g,a’f, . ,aN(k)} N[0,7] and a map ng : Ay — B(u,7) NU[f ()] by ne(ak) := uk.
Note that every n; is 1-Lipschitz and recall that B(p, r)NU[f(11)] is compact. Thus the
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Arzela-Ascoli theorem yields that a subsequence of {1 }ren (again denoted by {7 }ken)
converges uniformly to a 1-Lipschitz curve 1 : [0,7] — B(u,r) NU[f(u)] € P*(X).

We shall show that 7 is a gradient-like curve of f. For € > 0, let k € N so large as
to satisfy dy (n.(a¥),n(a¥)) < e for all a¥ € A;. Now we fix a € (0,7] and take i(k)
satisfying af(k)_l <a< af(k). Then we have, by the construction of ,uf(k),

f(ﬁk( ’-C( ))) = f(ﬂf( ))

i(k)

—k Z inf IV_f|

T B(uf_y k= H)NP*(X)

i(k)
< flu) — {(a’?—ak ) - inf ‘Vf|}
JX—; ’ 7 B(n(ah_,) k1 +e)nP*(X)
a?(k) ]
< f(w) —/ B inf IV f| dt
0 B(n(t),2k~1+&)NP*(X)
< f(w) —/ _inf IV f| dt.
0 Bn(t),2k= +e)nP*(X)

It follows from the monotone convergence theorem and the lower semi-continuity of
|V_f| that

lim lim inf |V_f|dt

e20+ k=00 Jo  B(n(t),2k~1+e)NP*(X)

:/ lim lim < inf ‘V—f|> dt
e=0+ k—oo \ B(n(t),2k—14+e)NP*(X)

/ 7 F1(n(0)
Hence we obtain

f(n( )) < hmmff(nk( ))) < lim sup f(le( )))

k—o00

- / V£ (n() dt

Moreover, as |V_f| is an upper gradient of f by Lemma 4.5, we find

F) - /|Vf| D¢ dt</|Vf| (1)) dt

and hence
Fote) = Jim f(nlake) = ) = [ 19-1n(0) . (56)
Therefore we complete the proof by setting [ = r. O
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As a by-product of the proof of Lemma 5.5, we obtain the K-convexity of f o).
We first recall an easily proved lemma.

Lemma 5.6 Let h:[0,l] — R be a continuous function. Given ag =0 < a; < as <

- <ay-—y < ay =1, if hjg,_, ;) 5 convex for all i =1,2,... N and if
lim h(a;) — h(a; — €) < lim h(a; + ¢) — h(a;)
e—0+ g e—0+ 9

holds for alli=1,2,... ,N — 1, then h is convex on [0,1].

Proposition 5.7 Let n : [0,{] — P*(X) be the gradient-like curve constructed in
Lemma 5.5. Then fon:[0,l]] — R is K-convez, i.e., the function h(t) := f(n(t)) —
Kt?/2 is conve.

Proof. All notations are according to the proof of Lemma 5.5. Fix k£ € N, put
I, =0, aﬁ,(k)] and extend the function 7, to I by ne((1 — N)ak | + XaF) := aF(\) for
A € [0,1], where of : [0,1] — P*(X) is an arbitrarily fixed minimal geodesic from
pk o to pf. Recall that af —a¥ | = d¥ (u¥ |, 1u¥) and hence n; has a unit speed. Define
a function hy : I — R by hi(t) := f(ni(t)) — Kt?*/2. Then the K-convexity of f
yields that hy[jgr o4 is convex for all i =1,2,... , N(k).
We shall show that
hi(af) — hu(af — )

hi(a® + &) — hp(aF
lim : < fim k(ai +¢) k(az)’
e—0+ € e—0+ e

which is clearly equivalent to

li%l fme(ay)) — g(ﬁk(@f —¢)) < li%l f(me(af + 5)2 — f(Uk(@f))’ (5.7)

holds for each i =1,2,... , N — 1. Assume the contrary, that is, we have
> lim

i L@ = fnal =) | fnlal +2)) = S m(al)

e—0+ g e—0+ 15

+0 (5.8)
for some i and 6 > 0. For each small ¢ > 0, we choose a minimal geodesic . : [0, 1] —
P*(X) from ng(aF —€) to nx(a¥ + €). Note that

1
s (i y me(al —2)) + §d§"(nk(af — &), m(af +¢))
w

Yl pml) —e+e=dy (uf 1)

dy (11, 5-(1/2)) < d
<d
It follows from the K-convexity of f that

£(5:1/2)

< 7 (et =) + 2 F(melal +2)) — St (ot — ) melal +2))”
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However, combining this with our assumption (5.8), we find

f(m(af)) — £(B:(1/2))

gt -

> Ly £0m() = f(m(ai =€) L m fl(af)) — f(m(af +¢))
2 =0k € 2 e—0+ c

>0>0

This implies that f(8.(1/2)) < f(nr(a¥)) = f(uF) holds for some small ¢ > 0, and it
contradicts to the choice of p¥. Thus we have (5.7) and hence hy is convex on I, by
Lemma 5.6. Recall that, as we saw in (5.6),

where i(k) is such that af(k,)_l <a< af(k). Therefore, by taking a limit as k goes to
the infinity, we obtain the convexity of h. O

The gradient curve is defined by using the gradient vector (4.11) as follows.

Definition 5.8 A continuous curve ¢ : [0,1) — P*(X) which is locally Lipschitz on
(0,1) is called a gradient curve of f if we have |V_f[(£(t)) < oo for all ¢ € (0,1) and
if, at all ¢ € [0,1) with |V_f|(£(t)) < oo, £ is differentiable (see a paragraph preceding
Lemma 3.7) and

g(t) =V-f(&®)) (5.9)
holds. If | = 0o, then we say that the gradient curve & is complete.

The existence of a complete gradient curve is a consequence of Lemma 5.5.

Theorem 5.9 (Existence and completeness) Let (X, d) be a compact Alexandrov space
of curvature bounded below and f be a function satisfying (4.1). Then, for every
p € P*(X), there exists a complete gradient curve £ : [0,00) — P*(X) of f with
£(0) = p.

Proof. Tt |V_f|() = 0, then the constant curve {(t) = u gives a gradient curve of
fo Vo f|(n) > 0, then, by Lemma 5.5, we have a gradient-like curve 7 : [0,]] —
P*(X) with n(0) = g and [ > 0. Moreover, by applying Lemma 5.5 again at 7(l)
and iterating this procedure repeatedly, we can extend 7 to a maximal gradient-like
curve 1 : [0,') — P*(X). We remark that |V_f|(n(t)) > 0 for all ¢t € [0,{') and
that, if I’ < oo, then Lemma 5.4(iii) shows that |V_f|(n(l")) = 0 (otherwise, we can
apply Lemma 5.5 again at n(l') and it contradicts to the maximality of n). Note also
that fon :[0,l') — R is K-convex by (the proof of) Proposition 5.7, and hence
IV_f|(n(t)) < oo for all ¢t € (0,1').

As the famous theorem of Peano, we find a solution ¢ : [0, L) — [0,{") of the
equation

b(t) = / V1] o n(t(s)) ds,
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where [” < ["and l” =" if L < oo. Clearly v is monotone increasing and bijective, and
also locally Lipschitz on (0, L). Moreover, it follows from the lower semi-continuity of
|V_f| on and the K-convexity of f on that, for every ¢ € [0, L),

Ut +e) —P(t)

t+e
i ot XL it 2 [V 0 n(0(0) ds > (9 £l o (w(0)
t+e
>timsup > [ {911 (0() + K (0l) - v(0) }ds
e—0+ € J¢

t+e
- ligiﬂpé/t IV_flon(v(s)) ds
P(t+e) —v(t)

= lim sup ,
e—0+ €
namely
Pt te) —et)
Jim . = [V_flon(¥(t)).

The proof of the existence of ¢ requires a trick since |V_ f|on is possibly discontinuous,
so we postpone it to the end of the subsection (Lemma 5.10).

Define £(t) := n(v(t)) and, by construction, observe that it is a gradient curve. If
L = oo, then ¢ is complete. If I < oo, then I” =1’ and we have

/' — length(n) — length(€) — /0 IV FI(E(s)) ds

L 1/2
SL“Q(/O |V_f|(€(s))2d8) = LY2{f(¢(0) - Fe@)}'"

Here the last equality follows from the local Lipschitz continuity of f o £ and, for a.e.
te(0,L),

(fo&)(t)=1[(fom) ou]'(t) = (fon)(¥() ()

= = IV A1) = V- F1(£1)" (5.10)
Thus we have I' < oo as well as |[V_f|((L)) = |V_f|(n(l')) = 0. Hence we set
&(t) :==&(L) for t € (L, 00) and it gives a complete gradient curve. O

Lemma 5.10 Let h : [0,l) — R be a monotone decreasing and K -convex function
with 0 <1 < o0o. Set

o0 e T MO

e—0+ g [O’ OO]

for t € [0,1) and suppose that g is positive and lower semi-continuous. Then there
exists a function ¢ : [0, L) — [0,1") satisfying

w(t) = [ gw(s) ds G.11)
0
for allt € [0,L), where ' <1l andl' =1 if L < oc.
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Proof. We may assume K = —1 and | < oo, and it suffices to construct ¢ : [0, ] —
[0,1) satisfying (5.11) for a small § > 0.

We first treat the case of g(0) < co. By the (—1)-convexity of h, we observe that
g(t) < g(0) +t. Set

l
0 :=log (—+1).
9(0)
We fix a sufficiently large k¥ € N and put & := 0 and
tf = tf—l + k?_lg(t?—l)

for i = 1,2,... ,N(k). Here N(k) € N is taken as the maximal number satisfying
N(k) < ké. Note that

t’f\/(k) < t?\l(}c)—l + k= {g(0 )‘Hk 1 =k"g(0)+ (1 +k” )tk N(k)—1

g-.-gk—lg(O){1+(1+k Dt (T4 HNR-1
~1\N(k) _
=k‘1g(0)(1+kk)1k 1:9(0){(1+k HNE 1}

By N(k) < k6, (1 +k~1)* < e and the choice of §, we find
thay < 9O{(1+E7)" =1} < g(0)(e” —1) < 1.

Thus t¥’s are well-defined. On one hand, for any ¢ € [tf | 5] withi=1,2,... ,N(k)—
1, we have

g(t) = g(t7) — (tF =) = g(t) — (£ — i)
= k(tiyy — ) — k7 g(tin) > k(ti — t7) — k= {g(0) + 1} (5.12)

On the other hand, for any ¢ € [tF |, #¥] with i = 1,2,..., N(k), it holds that

i—17 Y

g(t) < g(tffl) + (t = til) < g(tfq) + (tf - tffl)
= k(tl'f - tf—l) + k‘lg(tf_l) < k’(tf - tf—1) + k_l{g(()) +1}. (5.13)

Define a function % : [0, k7' N (k)] — [0, 00) by
V(= DR AT =t A — )
= 1,2,...,N(k) and A € [0,1]. Then we see that ¢*(0) = 0 and, for all
1
95 (s) — 9" (1) < SI[I(R]Q(T) s —t] < {g(0) + I}|s — t].
T7€|0,

Hence the Arzela-Ascoli theorem yields a subsequence of {/*}; which converges uni-
formly to a (¢g(0) + {)-Lipschitz function ¢ : [0,6] — [0, 00). We again denote such a

35



convergent sequence by {¢*},. The inequality (5.12) deduces that

N(k
$(6) = Jim * (kN (k) = lim #5) = lim &~ Sk
E~Y{N(k)-1} -
< jim {t =i+ | o(04()) s}
k1N (k)
= khlgo i g(¥"(s)) ds.

Since g is positive and lower semi-continuous, by replacing [ with [/2 if necessary, we
have ¢ := inf ¢jy g(7) > 0. We may assume sup;c(o -1y [*(t) — ©(t)| < ck™.
Then we see, for any s € (k=1 k7N (k)),

VF(s) > (s — k™) + kT > (s — k),

and hence
k=N (k)
Jm | g(v*(s)) ds
k=N (k)
< lim {9((s = k1)) + 0F(s) — (s — k=) } ds

Similarly, (5.13) implies ¥(J) > f0§ g(1(s)) ds. Therefore we obtain

(o) = / 9(1(s)) ds,

and (5.11) for a general ¢ € [0,6) can be derived in the same manner.

If g(0) = oo, then it follows from the lower semi-continuity of g that inf;cjoq g(t) >
0 holds for a sufficiently small € > 0. Note also that g(t) < oo for all ¢ > 0. Due to the
first part of the proof, we find a solution vy : [0, Ly] — [0, —¢) of (5.11) by replacing
g with go(t) := g(t +¢), t € [0,1 — €). Similarly, for each i € N, we have a solution
V; 1 [0, L;] — [0,27%] of (5.11) for ¢;(t) := g(t + 27 %), t € [0,27%]. We remark that
L; <{infieq9(t)} -2 %, and hence Y ;= L; < oo. Define ¢ : [0, > 7>, L;) — [0, 1)
by

i=j+1 i=j+1 i=j+1 i=j+1
= ; (t — Z Li) +27¢
i=j+1

fort € 32721 Li, >oie; Lil, § € NU{O}. This gives a required function and completes
the proof. O
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5.2 Uniqueness and contraction

The K-convexity of f implies a contraction property of the gradient flow.

Theorem 5.11 (Uniqueness and contraction) Let (X,d) be a compact Alexandrov
space of curvature bounded below, f be a function satisfying the condition (4.1) and let
&,C:[0,00) — P*(X) be gradient curves of f. Then, for anyt € [0,00), we have

dy’ (£(1), (1)) < e ™'dy" (£(0),¢(0)).

In particular, for each p € P*(X), there exists a unique complete gradient curve of f
starting from p.

Proof. Put h(t) := d¥ (£(t),¢(t)) and fix t € (0,00). Let a : [0, h(t)] — P*(X) be
a minimal geodesic from £(t) to ((t), and 3 : [0, h(t)] — P*(X) be its converse, that
is, B(s) = a(h(t) — s). It follows from Lemmas 3.7, 4.3 and (5.9) that

h(t +€) — h(t)

lim sup
e—0+

—(V_f(&(1)), (a, D)ey — (V-F(C(1)), (B, D))eqry
SDs(t)f( @) + Dy f(B)
< i 7€) = f(a(0)

+ lim
e—0+ € e—0+ €

Furthermore, by Lemma 4.1, we find

o 1@E) = ) |

e—0+ 3 e—0+ c

f(B(e)) — f(B(0)) < —Kh(b).

Thus we have h'(t) < —Kh(t) for a.e. t € (0,00) and hence h(t) < e %th(0). This
completes the proof. O

By our construction of a gradient curve through a gradient-like curve, we obtain
several extra estimates. Compare these with [JKO] and [V1, Section 8.4].

Proposition 5.12 Let £ : [0,00) — P*(X) be a gradient curve of f.

(i) For anyt > 0, it holds that

(ii) For anyt > s >0, we have

dy (£(s), ()" < (t = s){F(£(5)) — f(ED))}.
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Proof. The uniqueness in Theorem 5.11 means that ¢ coincides with the gradient
curve given in the proof of Theorem 5.9. Then (i) has been already observed in the
proof of Theorem 5.9 (see (5.10)). Moreover, (ii) follows from

4y (g(s) (/ v fI(Er) dT> S(t—S)/:\Vf!(f(T>)2dT

(t—s){f(&(s) — F(E®))}.
O

We define the gradient flow G : P*(X) x [0,00) — P*(X) of f by G(u,t) := &(t),
where ¢ : [0, 00) — P*(X) is a unique gradient curve starting from u. The contraction
property (Theorem 5.11) allows us to extend the gradient flow G to the closure P*(X)~
of P*(X).

Corollary 5.13 (Extension to P*(X)~) The gradient flow G : P*(X) x [0,00) —
P*(X) extends uniquely and continuously to G : P*(X)~ x [0,00) — P*(X)~ and,
for any p,v € P*(X)~ and t € [0,00), we have

d (G, 1), G 1)) < e MdY (1, ).

Clearly G satisfies the semigroup property: G(u,s +t) = G(G(u,s),t) for p €
P*(X)” and s,t > 0.

Remark 5.14 We mention that the existence theorem (Theorem 5.9) essentially fol-
lows from [AGS, Theorem 2.3.3]. However, Theorem 5.11 is not a consequence of
[AGS, Theorem 4.0.4] because the distance function dj on P(X) is by no means
convex (consider, for example, spheres).

6 Gradient flows of the free energy and the Fokker-
Planck equation

In this final section, we study the Riemannian case and verify that our gradient flow
of the free energy coincides with the solution of the linear Fokker-Planck equation,
as was heuristically shown by Jordan, Kinderlehrer and Otto [JKO] in the Euclidean
setting. In particular, our gradient flow of the relative entropy produces the solution
of the heat equation and hence, if it starts from a Dirac measure, then the gradient
flow describes the heat kernel.

Before proceeding it, we first observe the compatibility between our gradient flow
and the gradient flow considered in [JKO] for general Alexandrov spaces.

6.1 Another characterization of gradient flows

Let (X,d) be a compact Alexandrov space of curvature bounded below and f :
P(X) — (—o0,0] be a function satisfying (4.1). Fix pu € P*(X) and, for each
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7 > 0, take v, € P*(X) attaining the infimum of

W V2
PX) 30 o f() + 2T (Q“T’ S

We remark that such a point v, indeed exists by the compactness of P(X) and the
lower semi-continuity of f. Moreover, we immediately observe that

dy (p,ve)* < 27{f (1) = f(vr)} < 27{f(n) — w}.

We choose a minimal geodesic 3, : [0,t,] — P*(X) from p to v, and put v, :=
(Br,t,/7) € C,[P*(X)], where we set t, := dy (1, vr).

Lemma 6.1 If [V_f[(u) < oo, then the sequence {v;}r~0 C C}[P*(X)] converges to
V_f(w) as T tends to zero.

Proof.  We first consider the case of |V_f|(1) = 0. By the choice of v,, we see

dg/(/% v,)? tr dIQ/V(,u? vr)
> G2 V) brody W Vr)
f(p) > fvr) + or flvr) + 9
This implies
limsup 2= < Hmsup 20 — L0 _
70+ 2T T rooy dy (p,vr)

Hence {v,},s0 converges to o, € C,[P*(X)].

Next we suppose |V_f|(u) € (0,00) and put V_f(u) = (a,t). Take a sequence
{aitien C ¥,[P*(X)] such that lim; . D), f(e;) = —|V_f|(1). Then we observe, for
each i € N,

F) = F) o P ) = Flalts)

t,,_ T—0+ tT

lim inf
T—0+

= —D,Qf (0%)

by the choice of v,. By letting i diverge to the infinity, it yields

f(:u) — f(VT)
t

T

lim inf
T—0+

> [V fl(p) = t.

Thus the same discussion as in the proof of Lemma 4.3 (by using Lemma 4.2) yields
that {3, },~0 is a Cauchy sequence and converges to « as T goes to zero.

It remains to show lim, 4 t./7 = t. On one hand, again by the choice of v,, we
find

t2 (11)? t2
f(v) + 55 < flailrt)) + 25— = flailrt)) + 57
for a fixed ¢ € N and sufficiently small 7 > 0. On the other hand, it follows from (4.3)

that

= vy < LI R
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By combining these, it holds that

T2 = T 2
_falrt) —fw) b S = ) | 2
T T t'r 2
_ﬂ%ml—ﬂm+%0_§ﬁ)+§

Thus we have

2
lr o , t,
(limsup —) < hmlnf{Zt-D;f(ai) + 2t - lim sup — +t2}

T—0+ T 1—00 T—=0+ T

lr
= 2t - limsup — — t2,

T—0+ T
and hence
' 2
(limsup BLE t> < 0.
T—0+ T
Therefore we obtain limsup,_, t,/7 = t and also liminf, o t,/7 = ¢ similarly.
These imply lim, o, t,/7 =t and complete the proof. O

Thanks to the Kantorovich-Rubinstein theorem (Theorem 2.6), we immediately
deduce the following.

Lemma 6.2 For any Lipschitz function h : X — R, we have

1
lim —{/ hd,uT—/ thT}—O,
=0+ T Jx X

where we put p, == G(u, 7).

Proof. We can assume that h is 1-Lipschitz. Then Theorem 2.6 yields that

‘/hd,uT—/thT
X X

By Lemma 6.1, we obtain

< dIl/V(,U'ra v;) < dgv(ﬂT?VT)'

hm dgv(/’b‘” VT)
T—0+4 T

= 0, (V- (). V£ () = 0.

40



6.2 The linear Fokker-Planck equation

Throughout this subsection, let (M, g) be a compact Riemannian manifold and m be
the associated volume element.
We are concerned with the linear Fokker-Planck equation in the following form:
Ipt . :
Frie Ap; + div(p, - grad V), (6.1)
where A = div o grad is the Laplace-Beltrami operator and the potential V' € C*(M)
is a smooth function on M. The associated free energy f : P(M) — (—o00,00] is
defined by

f(p) = Ent,, (1) +/ Vdp
M
(see (2.9)). Then Lemma 2.9 and Theorem 2.11 show that f satisfies (4.1) for some
K € R, and P*(M)~ = P(M). Thus the gradient flow G : P(M) x [0,00) — P(M)
is defined on entire P(M) (see Corollary 5.13).
In a particular case V =0, (6.1) corresponds to the heat equation:
Ipt

ot Ap, (6.2)

and the free energy f is nothing but the relative entropy Ent,,.

Theorem 6.3 Let (M, g) be a compact Riemannian manifold equipped with a Rie-
mannian volume element m. Fix V € C°(M) and let f be the associated free energy
(2.9). Then, for any p = p-m € P*(M), the gradient flow p, = G(u,t), t € [0,00), of
f gives the unique solution of the linear Fokker-Planck equation (6.1) with the initial
datum . More precisely, the function p; given by py = py - m is the unique smooth
solution of (6.1) on M x (0,00) such that p; converges to p strongly in Li(M) ast
goes to zero.

Proof. The proof is performed along the line of [JKO, Theorem 5.1] (see also [V1,
Subsection 8.4.2]). We shall prove that, for an arbitrary smooth function h € C'*(M x

R),
li ! /hd —/ ho d
t—lforit y t Qflt y 0 G
3}
:/ {— h—i—Aho—(gradho,gradV}}d,u, (6.3)
v Lot

where we set h; := h(-,t) for simplicity. For a small ¢ > 0, take v, € P*(M) satisfying

dy (1, 1) dy (p,v)?
G \P) 4 \WY)
2t VE?lDI’}(M) fw)+ 2t

t=0

f(n) +
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By McCann’s theorem (Theorem 2.8), we have a Lipschitz function ¢, : M — R such

that the map U, : M — M defined by V;(z) := exp,[grad ¢, (x)] satisfies (V¢).1p = p
and

dgv(z/t,,u)Q:/MdM(x,\Ilt(x))2th(x).

Note also that Lemma 6.2 implies

.1
i o o)
1
_tl—%}rt{/(ht ho)d/vbt—i‘/Mhoth—/Mhodﬂ}
—/a hdp + li 1/hd—/hd (6.4)
- Matt /’L _l)n'}'_t v 0 alt v 0 lu . .

For a small ¢ > 0, we define a smooth map ®. : M — M by ®.(z) :=

exp, e grad hg(x)] and remark that ®. is a diffeomorphism for a sufficiently small .
Put 7. := (®.).14. Then the choice of 1, implies that

~ aw ,17 . 2 dwv Y 2
f(ire) + 2= (b 71c) — fly) — 2 (s, ) > 0. (6.5)
2t 2t
We first observe that, by the first variation formula,
W, 7,.0)% — dY 2

maup 072 = & 1)

e—0+

< limsup — / {dM \Ift )) —dM(\I/t ) }dut

e—0+ &

= —/M2<gradh0(x),gl"ad¢t($)>th(fE)-

By the expansion and the compactness of M, there is a constant C' > 0 depending on
hg such that

ho(W4(x)) < ho(z) + (grad ho(z), grad ¢ (z)) + Cdps (, \IJt(:):))Z.

Therefore we obtain

d o, )2 — dW 2
lim inf — lim sup (14: Vi) 5 (1, v4)
t—0+ 2t 0+ c

< — limsup 1/ (grad ho(x), grad ¢y (x)) dvy(x)

t—0+

< htIE(g_lf |:/ {ho h,o \Ijt .Z' )}th +C/j‘de(£C,\Ift<x))2dl/t($)

= hﬁlléﬂf ; { /Mho dvy — / ho du} (6.6)
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In the last equality, we used the fact

1
lim = [ dy (2, W(2)) " dy(z) = Jim d (i 1) = 0

t—0+ t M

which follows from Lemma 6.1.
Next we estimate the difference of entropies. Put v, = ¢, - m and 7. = G - m for
simplicity. For an arbitrary ¢ € C*°(M), by the definition of 7., it holds that

[ e = [ o@@)dnto) = [ p(@@)a(@ dmo)

On the other hand, the change of variables formula (for y = ®.(z)) yields that

/M odi . = /M ©(y)S.e(y) dm(y)
=@w¢mm4<»@WW<wmm

Since ¢ € C*°(M) is arbitrary, these together imply that
Gre(Po(2)) det[ D, (z)] = () (6.7)
holds for a.e. z € M. Combining this with the change of variables formula, we have
Ent,, (7.c) = / Ste(y) 10g G e (y) dm(y)
M
_ / oo (@.(2)) 1og<t5( (1)) det[ DO, (x)] dm(z)
x) log (det ) dm(x)
_ Fnt,, / () log (det[D. (2)]) dm(z).
M

Similarly, we observe

/ dete

Viy dm(y)

c(1)) det[ DO ()] dm ()

<

Il
:\:\:\
<

(x)dm(z).
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Thus we see

lim —{f(Vt) (o)}

e—=0+ €

1 -
Elir&g{Ent (y) — Enty, (740) } + li%ig{/ Vdy, — /de/t,g}

= lim 1log (det[DP.(z)]) dvy(z) + lim — / {V(z) =V (P(x)) } di(z)

e=0+ Jpr € e—0+ ¢

_/ 9
Mag e=0+

:/ trace(HeSSho)th—/ (grad hg, grad V') di,
M M

det D (x)] dn(z) — / (erad ho, grad V) du;
M

:/ Ahodl/t—/ (grad hg, grad V') du;.
M M

Since 14 converges to p weakly as t goes to zero, we find

lim lim 1{f(yt) f(he)} = /M{Aho — (grad ho, grad V') } dpu. (6.8)

t—0+ e—0+ £

These four inequalities (6.4), (6.5), (6.6) and (6.8) together imply

(6.5
lim i f1 h,d hod
gy e ] o
2/ {2 h+Ah0—<gradhg,gradV>}du.
u Lot

Moreover, the same inequality for —h gives the reverse inequality (with lim sup instead
of liminf). Therefore we obtain (6.3).
By integrating (6.3), we deduce that, for any 0 < ¢y < t1,

/ htl d/‘l’tl _/ hto d:uto
M M
AIAT
to M at t=

As in the proofs of (a), (b) and (c) in the proof of [JKO, Theorem 5.1], it implies that
the function p; is smooth on M x (0,00) and satisfies (6.1). Moreover, p; converges
to p strongly in Li(M) as t goes to zero, and such a solution is unique. See [JKO,
Theorem 5.1] for more details. O

t=0

h + Ahg — (grad hy, grad V>} dus] ds.

Applying Theorem 6.3 above to Dirac measures, we obtain the following charac-
terization of the heat kernel.

Corollary 6.4 Let (M,g) be a compact Riemannian manifold and p : M x M x
(0,00) — [0,00) be the associated heat kernel. Then, for any point x € M and

€ (0,00), we have G(6z,t) = p(-, x,t) - m, where §, stands for the Dirac measure at
x.
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Proof. Put v :=p(-,z,s) - m € P*(M) for s > 0. By Theorem 6.3, we deduce that
G(vs,t) = ( x,s +t) - m for all t. Letting s tend to zero, we obtain G(d,,t) =

p(‘,.fl?,t)‘ O

By virtue of Theorem 5.11, we obtain a contraction property of the heat kernel.
See [RS] for more general results.

Corollary 6.5 Let (M,g) be a compact Riemannian manifold and p : M x M X
(0,00) — [0, 00) be the associated heat kernel. If Ricy > K, then, for any x,y € M
and t € (0,00), we have

dgv(p(75’5>t> ’ map('ay7t) ’ m) < eithM(r?y)'

Remark 6.6 The heat kernel on Alexandrov spaces is constructed by Kuwae, Machi-
gashira and Shioya [KMS] and the analogues of Corollaries 6.4 and 6.5 should hold
true on Alexandrov spaces. However, its proof may be more involved. For instance,
McCann’s theorem (Theorem 2.8) is not yet generalized to Alexandrov spaces.

For p,v € P*(M), the K-convexity of the free energy f on a minimal geodesic
between p and v implies

K
F(u) < F0) + IV Fl() - dy' (1, v) = Zdy (1) (6.9)
If K > 0, then we immediately deduce from (6.9) that
Fl) < F0) + 5 IV A1) (6.10)

By putting ¢y := (e7V - m)(M) and p = c¢;;'e™" - m in (6.9), we obtain the Talagrand
inequality

gdgv(,u, v) —logey < f(v). (6.11)

Moreover, it follows from Theorem 6.3 that, for any p € P*(M) and t > 0,

. 1
|V—f|(ﬁbt)2 = lim —{ / pi(logpr + V) dm — / prye(log piye +V) dm}
M

e—0+ ¢
0
_— 8’7’; {(log py + V) + 1} dm
= —/ {Ap,+div(p, - grad V) } - {(log pe + V) + 1} dm
M
= / (grad p; + p; - grad V, grad(log p; + V')) dm
M

- / pi| grad(log p;) + V|* dm,
M
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where we set u; = py - m = G(u,t). Therefore the inequalities (6.9) and (6.10) yield
the HWI inequality

1/2
) < 10+ & ) { [ plaradionp + viEdm )

K
= 5 dy (,v)’ (6.12)

and, if K > 0, the logarithmic Sobolev inequality

F) < W)+ 5 [ plarad(ogp) + VI dm (6.13)
M

for py = pr-m = G(u,t) with p € P*(M) and t > 0. These give simple (but partial)
alternative proofs of theorems in [OV] (see also [LV1]).
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