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Introduction

Families of maps provide us with dynamical systems by compositions
of them. Usually they will show very complicated structures, and
direct observations of them seem difficult to understand their be-
haviours. By extracting some rough values of them by use of pro-
jections, it becomes possible to look at them geometrically. They are
given by families of symbolic dynamics. This is a basic idea of realiz-
ing geometric pattern formation from random dynamics. The original
detailed dynamics will be referred as micro and the latter as macro.

Dynamics by families of maps admit several algebraic operations
between themselves. Of particular interests for us are given by con-
tracting compositions of maps or codings of symbols. Thus starting
from a finite family of maps, one can produce infinite hierarchies of
dynamics and operations between them.

One merit to produce such hierarchies is to compare with dynam-
ical invariants on them, which measure degree of pattern formation.
In this paper, we study such dynamical systems from entropy view
points. Essentially we will introduce two types of them, topological
and informative entropies. Our main interests here will be to compare
the entropy values between these dynamical systems.

Let us take two continuous maps on the interval:

f, g : [0, 1] → [0, 1]

and consider their iterations:

O1(x) = {fk(x)}k=0,1,..., O2(x) = {gk(x)}k=0,1,....
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We call them the oscillatins ([K2]).
Let us define interaction of these orbits below. For this, let X2 be

the one sided full shift with two alphabets {0, 1}:
X2 = {(k0, k1, . . . ) : ki ∈ {0, 1}}.

Then for each element k̄ = (k0, k1, . . . ) ∈ X2, we will associate a family
of maps:

{hm(x)}k=0,1,..., hm : [0, 1] → [0, 1]

as follows. Let us put:

di(x) =




f(x) i = 0,

g(x) i = 1.

Then we define the family of maps {hm}∞m=0 by:

hm(x) ≡ dkm
◦ dkm−1

◦ · · · ◦ dk0
(x).

Let:
π : [0, 1] → {0, 1}

be a measurable map given by π([0, 1
2)) ≡ 0 and π((1

2 , 1]) ≡ 1.
For a.e. x ∈ [0, 1], one can compose {hm(x)}m with π and obtains

another element:

k̄′ ≡ π((h0(x), h1(x), . . . )) ≡ (π ◦ h0(x), π ◦ h1(x), . . . ) ∈ X2.

Thus for each element k̄ ∈ X2, one has assigned another element k̄′.
We denote this assignment:

Φ(f, g)(x) : X2 → X2

by Φ(f, g)(x)(k̄) ≡ π((h0(x), h1(x), . . . )). It is expressed as a famliy
of symbolic dynamics:

Φ(f, g) : [0, 1]×X2 → [0, 1]×X2

by Φ(f, g)(x, k̄) = (x, Φ(f, g)(x)(k̄)). This is the most basic dynamical
systems in this paper, and we call it the interaction map.
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By increasing the number of maps {f1, . . . , fa}, one obtains parallely
corresponding interaction maps Φ : [0, 1]×Xa → [0, 1]×Xa by use of
projections π : [0, 1] → {1, . . . , a}.

Let I = [0, 1]× [0, 1]× . . . be the infinite product of the interval with
the product topology. For a.e. x̄ = (x0, x1, . . . ) ∈ I, the projection
π(x̄) = (π(x0), π(x1), . . . ) gives an element in X2. So it determines a
family of maps {hk}k as above. Let us fix x ∈ [0, 1]. Then the family
of maps above gives a map:

Φ̃(x) : I → I, (x0, x1, . . . ) → (h0(x), h1(x), . . . ).

In this dynamics, the flow {Φ̃(x)t(x̄)}∞t=0 ⊂ I will behave quite com-
licated manner under the very random compositions of maps. This
motivates our formulation of interaction maps which wastes very de-
tailed information and traces only rough values of them.

Even though interaction maps will be much more simplified com-
pared with the above one on the infintie product of the intervals, at
the same time they contain rich geometric structures. For example
one can realize flows of some infinite integrable systems which possess
solitons by such interaction maps ([K3], [K4]). So one has a chance
to create some patterns by such rough maps. Such principle is called
pattern formation and in this paper we study such micro-macro com-
parisons from entropy view points.

For k̄ ∈ Xa, let us write Φ(x)t(k̄) = (kt
0, k

t
1, . . . , k̄

t
n, . . . ) ∈ Xa. From

dynamical view point, the interaction map has two directions. One is
n-direction which we call holizontal, and the other is t-direction and
we call it vertical, or time direction.

The interaction map decomposes into smaller pieces as dynamical
systems. In 1.B, we study strurcutre of such spaces from topological
entropy view points.

For holizontal direction, there is a natural fibration of interaction
maps. Let us put

X̄({fi}i) = {(k̄, Φ(x)(k̄), x) : x, k̄}, X̄({fi}i; k̄) = {(Φ(x)(k̄), x) : x}.
They are subsets of Xa×Xa× [0, 1] and Xa× [0, 1] respectively. Xa has
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the standard shift σ, and using it, the above spaces admit canonical
shifts by σ̄(k̄, l̄, x) = (σ(k̄), σ(l̄), fk0

(x)). Then one obtains the shift
commuting Lipschitz fibration:

X̄({fi}i; k̄) ↪→ X̄({fi}i) 7→ Xa.

From the well known Bowen’s fibration theorem, one obtains esti-
mates between values of topological entorpy (cor 1.2):

ht(Xa) = log a ≤ ht(X̄({fi}i)) ≤ log a + sup
k̄∈Xa

ht(X̄({fi}i; k̄)).

Thus behaviour of ht(X̄({fi}i)) depends on that of ht(X̄({fi}i; k̄)).
For the latter space, again one obtains another fibration. Let us put:

Ȳ ({fi}i, k̄) = {Φ(k̄)(x); x}, Ȳ ({fi}i, k̄, l̄) = {x; Φ(k̄)(x) = l̄}.
These are subsets of Xa and [0, 1] respectively and admit similar shifts.
Then one obtains the shift commuting Lipschitz surjection:

Ȳ ({fi}i, k̄, l̄) ↪→ X̄({fi}i, k̄) → Ȳ ({fi}i, k̄).

Under some conditions, this admits a structure of continuous fibration.
Unlike to the above case, this fibration changes under the action

of shifts. Thus in order to obtain estimates of values of topological
entorpy, we show an equivariant version of the Bowen’s theorem.

Let X, Y, Z be shifted spaces by σ, and Ez ⊂ X and Fz ⊂ Y be
a parametrized families by z ∈ Z so that σ(Ez) ⊂ Eσ(z) hold for
all z ∈ Z, and similar for Fz. Let Tz : Ez → Fz be an equivariant
Lipschitz fibration. Then the inequalities hold (thm 1.2):

ht(Fz) ≤ ht(Ez) ≤ ht(Fz) + sup
y∈Fz

ht(T
−1
z (y))

for each z ∈ Z.
By applying thorem 1.2, one obtains the estimates on toological

entropy under some condition as above (cor 1.3):

ht(Ȳ (σ; {fi}i, k̄)) ≤ ht(σ; X̄({fi}i, k̄))

≤ ht(σ; Ȳ ({fi}i, k̄)) + sup
l̄∈Xa

ht(σ; Ȳ ({fi}i, k̄, l̄)).
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When dynamics shows some monotonicity on each Ȳ ({fi}i, k̄, l̄),
then the entropy on it vanishes. Under such conditions, one obtains
the equality (prop 1.2):

ht(Ȳ (σ; {fi}i, k̄)) = ht(σ; X̄({fi}i, k̄)).

In particular one obtains the upper bound of the values (cor 1.4):

ht(X̄({fi}i)) ≤ 2 log a.

In 1.C and 3.B, we study cell automata from the entropy view
point. By modyfying composition way of maps, one can realize Lotka
Volterra cell automaton and box and ball system (BBS) by interaction
maps ([K3],[K4]).

For the LV case, the most different point from the ordinary inter-
actions is that in order to determine kt+1

i , one is required to know the
values of kt

j until j = i+1. It turns out that this phenomena is reflected
to values of topological entropy. In fact for non cell type interaction,
the topological entropy of the pointwise interaction, Φ(x) : Xa → Xa is
always trivial (lem 1.3). On the other hand for cell type one, one can
immediately construct interactions so that the pointwise interactions
have value log a of topological entropy (lem 1.8).

In general interactions can be changed to cell type ones. One can
see that the values of the topological entropy of families of interactions
also drastically change. By use of the tent map f and g = 1− f , the
corresponding interaction map Φ(f, g) and its cell type one Φ(f, g, J)
have their values respectively as (lem 1.10):

ht(Φ(f, g)) = log 2, ht(Φ(f, g, J)) = ∞.

In 2.B we study dynamics of interaction maps for vertical direction.
By use of restrictions, one obtains vertical slices of interaction maps as
an infinite inclusions of dynamical systems. There are canonical factor
maps between them. From such structure, we study amalgamation of
these dynamics which give topological conjugacies, and so the same
values of topolgical entropy.
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In the case of BBS, such restriction above gives a surjection to a
subshift of finite type. In particular one obtains a rough estimate from
below (lem 3.3):

ht(BBS) ≥ 1 +
√

5

2
> 0.

The interaction maps Φ({fi}i) : [0, 1]×Xa → [0, 1]×Xa can admit
several operations so that one can obtain other maps of the same type
as above. From the micro to macro principle view point, one wanders
which will admit more structures of patterns. So it would be natural
to compare with the values of the corresponding entropies which will
reflect such phenomena.

From the information theory view points, there are algebraic oper-
ations on the set of words which we call the codings (section 4). There
are quite various types of codings. Let {f1, . . . , fa} be a family of
maps. For each k̄n ∈ (Xa)n, one can associate another map g(k̄n) by
composition:

g(k̄n) = fkn
◦ fkn−1

◦ · · · ◦ fk1
.

By this way one obtains another families of maps

Cn = ∪k̄n∈(Xa)n
g(k̄n) ≡ {g1, . . . , gan}.

We call it contraction of {fi}i. Using this new family of maps, one
obtains another interaction maps Φ({gj}j) : [0, 1]×Xan → [0, 1]×Xan

by using the projection π : [0, 1] → {1, . . . , an}, π(( k
an , k+1

an )) = k + 1.
By letting n →∞, the division of the interval becomes more elabo-

rate, on the other hand by the effect of many times compositions, some
informations on the dynamics of maps will be lost. So it will be a nat-
ural question which n will be the best in order to induce the richest
information on the dynamics of the interacting maps. In particular
one can ask whether it might be possible to recover the dynamical
information of the original maps {fi}i from such interaction maps as
n →∞.

The lexicographic order gives a map ψ0 : (Xa)n → {1, . . . , an} and
it induces a map ψ : Xa → Xaa

n. Thus a contraction gives a diagram
as below, which is non commutative diagram in general.
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Of particular interest for us is compression which is given by de-
creasing number of contracted maps gj (4.B). It gives a map ϕ0 :
(Xa)m → {1, . . . , t}, t ≤ an, and induces ϕ : Xa → Xt. So a compres-
sion from {f1, . . . , fa} to {g1, . . . , gt} also gives a non commutative
diagram in general:

[0, 1]×Xa
ϕ−→ [0, 1]×Xt

Φ({fi}i) ↓ Φ({gj}j) ↓
[0, 1]×Xa

ϕ−→ [0, 1]×Xt

For a particular case which we call the compression by an n-th
projection, one obtains commutative diagrams between the interaction
maps on the original family {fi}i and on the compressed one {gi}i

above (prop 4.1).
In principle codings give smaller values of entropies, since it elimi-

nates detailed information of the original dynamics. The compression
by an n-th projection gives the optimal case. In fact using commuta-
tivity, one obtains the equality of the topological entropy (cor 4.1):

ht(f1, . . . , fa) = ht(g1, . . . , ga)

From measure theory view points, one can induce a canonical mea-
sure Q on each (Xa)n, which is determined only by a family of maps
{f1, . . . , fa}. Once one has a measure, at least two entropies, informa-
tive hs and conditional hc ones are defined, which work well for degree
zero and one Markov processes respectively. In general dynamics of
interacting maps shows behaviours of higher degree Markov. In this
paper in order to treat such case, we introduce the interacting entropy
hi which measures how maps are well interacting. All these entropies
are given by determining the initial value x̄ ∈ Xa.

When the interaction is Markov, then it coincides with the condi-
tional one (cor 5.2):

hi(x̄) = hc(x̄).

Our formulation will reflect much more interacting situations. In
general the interacting entropy show smaller values than the topolog-
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ical one (lem 5.5, thm 5.1):

ht(X̄({fi}i, x̄)) ≥ hi(x̄), ht(f1 . . . , fa) ≥ hi(f1, . . . , fa).

When the measure Q satisfies some homogeneity, then hi coincides
with ht, and so the above inequality is optimal (cor 5.3).

A commutative compression ϕ0 : (Xa)m → {1, . . . , t} from {fi}a
i=1

to {gj}t
j=1 gives a priori estimates (thm 5.2):

(n + 1)hi(x̄n;{fi}i)

≤ (l + 1)hi(ϕ(x̄n); {gi}i) + sup
ȳl∈(Xt)l

log ]ϕ−1(ȳl)

where (n + 1) = (l + 1)(m + 1).
The interacting entropy tends to decrease their values when the

length of words go to infinity. In order to study degree of such decay,
we introduce divergence

D(P ||Q)

between two measures (5.C). By use of D, one introduces the mini-
mum exponent mn = mn(Q, x̄n) (5.C.2).

In the case when Q is memeoryless in vertical direction and Markov
in holizontal one, one obtains a decay estimate of hi (cor 5.5):

hi(x̄n) ≤ p(n) exp(−nmn)

where p is a polynomial. In particular when mn ≥ λ > 0 satisfies a
lower bound by a positive number, then hi(x̄n) decays expenentially

One of main aim to introduce hi is to study some qualitative prop-
erties of codings. From informative view points, one of the most im-
portant interests of codings is when they can be decodable, in other
words when they are injections.

In this paper we study such property when the induced measure Q

is memoryless in time and Markov for x̄. Passing through ergodicity
and low of large numbers, one obtains a result which states that for
small coding rate R with respect to the value of interacting entropy,
almost all long random words cannot be decodable (thm 6.3).
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In precise suppose Q is moreover ergodic. Let ϕ0 : (Xa)n → (Xt)m

be a coding, and put R = m/n. When the inequality:

R log t < hi(x̄)

is satisfied, then for any other map ψ0 : (Xt)m → (Xa)n, any small
λ > 0 and for all large n, the estimate:

Pe ≡ Pr (ψ ◦ ϕ(Ȳn) 6= Ȳn) ≥ 1− λ

holds.
The conclusion can be stated for non Markov cases. By introducing

ergodicity for such cases in 5.D, finally we would like to propose:

Conjecture: When the induced measure is ergodic, then the above
statement still holds.

1 Topological entropy

1.A Topological entropy of interacting maps: Let a ≥ 1 be a
positive integer, and f1, . . . , fa : [0, 1] → [0, 1] be a famliy of maps.
We define interaction of these famillies of maps below. Let:

Xa = {(k0, k1, . . . ) : ki ∈ {1, . . . , a}}
be the one sided full shift. It is compact and admits a metric structure
by:

d({xi}i, {yj}j) = Σ∞
i=0

1− δxi,yi

2i
.

We equip with the standard metric on [0, 1] and with the product
metric on [0, 1]×Xa.

For each element k̄ = (k0, k1, . . . ) ∈ Xa, we will associate a family
of maps:

{hm(x)}k=0,1,..., hm : [0, 1] → [0, 1]

by:
hm(x) ≡ fkm

◦ fkm−1
◦ · · · ◦ fk0

(x).
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We call the famliy as the interaction maps.
Let us put a subset S(f1, . . . , fa; k̄) = {x ∈ [0, 1] : hm(x) ∈ { i

a}a−1
i=1

for some m} in [0, 1]. We call it the singular set. The regular set with
respect to k̄ is given by R(f1, . . . , fa; k̄) ≡ [0, 1]\S(f1, . . . , fa; k̄).

The regular set of the family of maps {f1, . . . , fa} is defined by:

R(f1, . . . , fa) ≡ ∩k̄∈Xa
R(f1, . . . , fa; k̄) ⊂ [0, 1].

Example: Let f be the tent map, f |[0, 1
2 ](x) = 2x and f |[12 , 1](x) =

2− 2x, and g be its reverse, g(x) = 1− f(x). The regular set is:

R(f, g) = [0, 1]\{ k

2n
; n = 1, 2, . . . , 1 ≤ k ≤ 2n − 1}.

By definition, the following hold:

Lemma 1.1 Let R(f1, . . . , fa) ⊂ [0, 1] be the regular set. Then:

fi(R(f1, . . . , fa)) ⊂ R(f1, . . . , fa)

are satisfied for all i = 1, . . . , a.

Let:

π : [0, 1]\{1

a
,
2

a
, . . . ,

a− 1

a
} → {0, 1, . . . , a}

be a measurable map given by π(( i−1
a , i

a)) ≡ i for i = 1, . . . , a.
Let k̄ ∈ Xa and {hm}m be the corresponding famliy of maps. For

each x ∈ R(f1, . . . , fa), one can compose {hm(x)}m with π and obtains
another element:

k̄′ ≡ π((h0(x), h1(x), . . . )) ≡ (π ◦ h0(x), π ◦ h1(x), . . . ) ∈ Xa.

Thus for each element k̄ ∈ Xa, one has assigned k̄′ ∈ Xa. We denote it
as Φ({fi}i)(x) : Xa → Xa by Φ({fi}i)(x)(k̄) ≡ π((h0(x), h1(x), . . . )).
It gives a family of symbolic dynamics:

Φ(f1, . . . , fa) : [0, 1]×Xa → [0, 1]×Xa
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with domain R(f1, . . . , fa), by Φ({fi}i)(x, k̄) = (x, Φ({fi}i)(x)(k̄)).
This is the most basic dynamics in this paper. We call it the interac-
tion map.

1.A.2 Topological entropy of interacting maps: Below we de-
fine the topological entropy for maps on metric spaces into itselves. For
our purpose we will extend the underlying spaces for families of maps
{gk : Y → Y }∞k=0 which generalizes the single map h case by assigning
gk corresponding to the i-th iterates of h.

Let (Y, d) be a compact metric space, and Y N be the product space.
It is also compact and admits an induced metric by d̄({xi}i, {yj}j) =

Σ∞
i=0

d(xi,yi)
2i .

A subset E ⊂ Y N is called (n, ε) separated, if for any {xi}i 6= {yi}i ∈
E, there is some 0 ≤ j ≤ n so that the inequality holds:

d(xj, yj) > ε.

A subset F ⊂ Y N is (n, ε) net if for any {xi}i ∈ Y N, there is some
{yi}i ∈ F so that the inequalities hold:

d(xj, yj) ≤ ε

for all 0 ≤ j ≤ n.
For a subset K ⊂ Y N, let rn(ε,K) ∈ N be the smallest cardinarity

among (n, ε) nets in K. Similarly let sn(ε,K) be the largest cardinarity
of (n, ε) separated sets in K. Then we define:

r(ε,K) = lim sup
n→∞

1

n
log rn(ε,K),

s(ε,K) = lim sup
n→∞

1

n
log sn(ε,K).

The following holds (see [MS] p164):

Lemma 1.2 (1) Both r(ε,K) and s(ε,K) are decreasing with respect
to ε.

(2) The inequalities hold:

rn(ε,K) ≤ sn(ε,K) ≤ rn(
1

2
ε,K).
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For any subset K ⊂ Y N, the topological entropy of K is given by:

ht(K) = lim
ε→0

r(ε,K) = lim
ε→0

s(ε,K).

Let {gk : Y → Y }∞k=1 be a family of maps, and S ⊂ Y be a subset.
Then we put the set:

K = {(x, g1(x), g2(x), . . . ); x ∈ S} ⊂ Y N.

The topological entropy with respect to ({gk}k, S) is given by:

ht({gk}k; S) = lim
ε→0

r(ε,K) = lim
ε→0

s(ε,K).

For a single map f : Y → Y , the topological entropy ht(f ; S is also
given by using its iterations {fk}k.

Let f1, . . . , fa : [0, 1] → [0, 1] be a family of maps on the interval,
and Φ : [0, 1]×Xa → [0, 1]×Xa be the corresponding interaction map
with the regular set R = R(f1, . . . , fa).

Definition 1.1 The topological entropy of the interacting map is given
by:

ht(f1, . . . , fa) = ht(Φ; R×Xa).

This is the most basic topological entropy in this paper. From mea-
sure theoretic view points, we will introduce other entropies in later
sections.

Let XN
a be the infinite product of Xa with the product topol-

ogy. This is a compact metrizable space. We denote its elements
as (k̄0, k̄1, . . . ) = {ks

i }∞i,s=0 There is a canonical shift on XN
a by:

σ(k̄0, k̄1, . . . ) = (k̄1, k̄2, . . . ).

Let Φ be the interaction map corresponding to f1, . . . , fa and choose
x ∈ R(f1, . . . , fa). Then one obtains a map:

Ψ(x) : Xa → XN
a , Ψ(x)(k̄) = (k̄, Φ(k̄, x), Φ(k̄, x)2, Φ(k̄, x)3, . . . ).

This describes the iteration dynamics of Φ(x). We also denote Ψ :
[0, 1]×Xa → XN

a by Ψ(x, k̄) = Ψ(x)(k̄).
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Now we put:

L(f1, . . . , fa) = ∪x∈R(f1,...,fa),k̄∈Xa
Ψ(x)(k̄) ⊂ XN

a

and call it the orbit space of the interaction map. This is the shift
invariant subset.

For positive integers n, t ≥ 0, let us put the set (Xa)
t+1
n and the

projections:

(Xa)
t+1
n = {{ks

i }0≤s≤t
0≤i≤n; k

s
i ∈ {1, . . . , a}},

π̄n,t : XN
a → (Xa)

t+1
n , {ks

i }i,s∈N → {ks
i }0≤s≤t

0≤i≤n.

We denote (Xa)n = (Xa)
1
n as the set of all words of length n + 1.

Now we define the topogical entropy of the orbit spaces by:

ht(L(f1, . . . , fa)) = lim
n→∞ lim sup

t→∞
1

t + 1
log ]π̄n,t(L(f1, . . . , fa)).

Proposition 1.1 The equality holds:

ht(f1, . . . , fa) = ht(L(f1, . . . , fa)).

Proof: Let Φ : [0, 1] × Xa → [0, 1] × Xa be the interacting maps and
R = R(f1, . . . , fa) be the regular set. Let S(ε, t) ⊂ R × Xa be an
(ε, t) net for Φ. Then for each large n, there is a small ε > 0 so that
k̄n 6= k̄′n ∈ (Xa)n implies d(k̄n, k̄

′
n) ≥ ε. So ]S(ε, t) ≥ ]π̄n,t(L({fi}i))

holds. Thus:

lim sup
t→∞

1

t + 1
log ]S(ε, t) ≥ lim sup

t→∞
1

t + 1
log ]π̄n,t(L({fi}i))

holds, and one obtains the inequality ht(Φ) ≥ ht(L({fi}i)).
Conversely, if two elements (x, k̄), (x′, k̄) ∈ S(ε, t) satisfy the equal-

ity πn,t({Φ(x)i(k̄)}i) = πn,t({Φ(x′)i(k̄)}i), then by ε separation, |x −
x′| ≥ ε must be satisfied. So 1

ε ]π̄n,t(L(f, g)) ≥ ]S(ε, t) holds. Thus:

lim sup
t→∞

1

t + 1
log ]π̄n,t(L({fi}i))

= lim sup
t→∞

1

t + 1
log[

1

ε
]π̄n,t(L({fi}i))] ≥ lim sup

t→∞
1

t + 1
log ]S(ε, t)
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holds, and one obtains the other inequality ht(Φ) ≤ ht(L({fi}i)).
This completes the proof.

Example: Let f be the tent map and g be its reverse. Consider the
vertical projection π̄0,∞ : XN

a → Xa by {ks
i }i,s → {ks

0}s. Since π̄0,∞ :
L(f, g) ∼= X2 gives a homeomorphism, the topological entropy is give
by:

ht(f, g) = log 2.

Let us choose any x ∈ R(f1, . . . , fa), and consider the pointwise
dynamics:

Φ(x) : Xa → Xa.

We see that the entropy of Φ(x) is trivial.

Lemma 1.3 The topological entropy ht(Φ(x)) is equal to 0 for any
x ∈ R(f1, . . . , fa).

Proof: Let us put Φ(x)t(k̄) = (kt
0, k

t
1, . . . ), t = 0, 1, . . . Then kt

m is
determined by (k0, . . . , km) for any t.

Let C1, . . . , CaN ⊂ Xa be all the set of cylinders of length N . If
one chooses elements k̄i arbitrarily from Ci, then the set {k̄1, . . . , k̄2N}
gives the largest (t, 1

aN ) separated net for all t. Thus the topological
entropy is:

ht(Φ(x)) = lim
n→∞

1

t + 1
log aN = 0.

This completes the proof.

Later when one considers cell type interactions in 1.C.3, the point-
wise topological entropy becomes non trivial.

1.A.3 Topological entropy in micro scale: So far we have con-
sidered symbolic dynamics arising from families of maps. This is ob-
tained by wasting some detailed information on their dynamics by use
of projections. Here we will consider dynamics which will contain all
informations arising from families of maps.

Let I = [0, 1] × [0, 1] × . . . be the infinite product of the interval
with the product topology. So a sequence {{xt

i}∞i=0}t ⊂ I converges
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when every restriction to finite length words {{xt
i}N

i=0}t ⊂ I converges.
I is a compact metric space.

For x̄ = (x0, x1, . . . ) ∈ I, when any of xi does not hit the set { i
a}a−1

i=1 ,
then the projection

π(x̄) = (π(x0), π(x1), . . . )

gives an element in Xa. So it determines a family of maps {hk}k as
above.

Let x ∈ R(f1, . . . , fa). Then the family of maps above gives a map:

Φ̃(x) : I → I, (x0, x1, . . . ) → (h0(x), h1(x), . . . ).

By this way one obtains the interaction map:

Φ̃ : [0, 1]× I → [0, 1]× I, Φ̃(x,x) = (x, Φ̃(x)(x)).

The interaction maps we have considered so far are the reduction of
Φ̃ as:

Φ : [0, 1]×X2 → [0, 1]×X2.

Let R = R(f1, . . . , fa) be the regular set.

Definition 1.2 The topological entropy in micro scale is given by:

hm
t (f1, . . . , fa) = ht(Φ̃) = ht(Φ̃; R× I).

Clearly the inequality holds:

hm
t (f1, . . . , fa) ≥ ht(f1, . . . , fa).

1.B Entropies for holizontal direction: A continuous map be-
tween metric spaces T : E → F is called a fibration, if for each small
ε > 0, there is δ > 0 so that for any y, y′ ∈ F with d(y, y′) ≤ δ and
x ∈ E with T (x) = y, the inequality:

d(x, T−1(y′)) ≤ ε

holds.
Let σ : E → E and σ′ : F → F be two metric spaces equipped

with continuous maps between themselves. We call these maps the

15



shifts. A continuous map T : E → F is a factor map, if it is surjective
fibration which commutes with the shifts.

In 1.B we study structure of dynamics for holizontal direction from
topological entropy view point by use of fibration structure of the
dynamics.

Let {f1, . . . , fa} be a family of maps, and consider the corresponding
interaction map Φ : [0, 1] × Xa → [0, 1] × Xa. Φ has two directions,
holizontal and vertical ones. Here one will consider entropies of the
dynamics of maps for holizontal directions.

Let R = R(f1, . . . , fa) be the regular set, and put the total shift
dynamics:

X̄({fi}i) = {(k̄, Φ(x)(k̄), x) : x ∈ R, k̄ ∈ Xa} ⊂ Xa ×Xa × [0, 1].

Let σ : Xa → Xa be the shift given by σ(k0, k1, . . . ) = (k1, k2, . . . ).
Then there is the induced one by:

σ̄ : X2
a × [0, 1] → X2

a × [0, 1]

where σ̄(k̄, l̄, x) = (σ(k̄), σ(l̄), fk0
(x)), where k̄ = (k0, k1, . . . ). Then by

lemma 1.1, X̄({fi}i) is a σ̄ invariant subset in X2
a × [0, 1].

The shift entropy for {f1, . . . , fa} is given by:

ht(σ̄, X̄(f1, . . . , fa)).

Let us put:

X̄({fi}i; k̄) = {(Φ(x)(k̄), x) : x ∈ R} ⊂ Xa × [0, 1].

This also admits a canonical shift by:

σ̄(Φ(x)(k̄), x)) = (σ(Φ(x)(k̄)), fk0
(x))

where k̄ = (k0, k1, . . . ).
X̄({fi}i) admits the shift commuting fibration:

X̄({fi}i; k̄) ↪→ X̄({fi}i) 7→ Xa.

The map X̄({fi}i) → Xa, (k̄, Φ(x)(k̄), x) → k̄ is clearly a Lipschitz
map.
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Theorem 1.1 Let (X, d) and (Y, d′) be compact metric spaces, and
E ⊂ XN and F ⊂ Y N be shift invariant subsets. If T : E → F is a
Lipschitz factor map, then the inequalities hold:

ht(F ) ≤ ht(E) ≤ ht(F ) + sup
y∈F

ht(T
−1(y)).

Proof: When both E and F are compact, then the conclusion is known
by Bowen’s theorem. In general let Ē ⊂ X be the closure of E. Thus
both Ē and F̄ are compact. Since T is Lipschitz, it extends to a shift
commuting Lipschitz map T : Ē → F̄ . Thus the conclusion follows,
since the topological entropy gives the same values on the closure of
the spaces (cf. lem 1.4). This completes the proof.

We will verify such fibration theorem for more general cases in the
next section.

In particular one obtains the following:

Corollary 1.1 Let {hk : X → X}k and {gk : Y → Y }k be two fami-
lies of maps on relatively compact metric spaces.

Suppose there is a Lipschitz factor map T : X → Y with T ◦ hk =
gk ◦ T . Then the inequalities hold:

ht({gk}) ≤ ht({hk}) ≤ ht({gk}) + sup
y∈Y

ht({hk}; T−1(y)).

Corollary 1.2 We have the inequalities:

ht(Xa) = log a ≤ ht(X̄({fi}i)) ≤ log a + sup
k̄∈Xa

ht(X̄({fi}i; k̄)).

Thus in order to know about the value ht(X̄({fi}i)), one needs to
study behaviour of ht(X̄({fi}i; k̄)).

1.B.2 Equivariant Bowen’s theorem for Lipschitz fibration:
Let (X, d) and (Y, d′) be two compact metric spaces equipped with
the shifts σ : X → X and σ′ : Y → Y . Suppose there is another
compact metric space with a shift (Z, σ′′) so that families of subsets
Ez ⊂ X and Fz ⊂ Y are equivariantly assigned for each z ∈ Z:

σ(Ez) ⊂ Eσ′′(z), σ′(Fz) ⊂ Fσ′′(z).
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An equivariant map is a continuously parametrized map:

Tz : Ez → Fz, z ∈ Z

so that
σ′(Tz(m)) = Tσ′′(z)(σ(m))

holds.
An equivariant map Tz : Ez → Fz is an equivariant Lipschitz fibra-

tion, if T : E → F is a fibration such that the family {Tz}z∈Z has a
uniform Lipschitz constant with respect to z (the Lipschitz constants
for Tz are uniformly bounded by a constant independently of z).

Lemma 1.4 Let Tz : Ez → Fz be an equivariant Lipschitz fibration.
Then for any small µ, ε > 0, there is some δ > 0 so that for any

y ∈ Fz and y′ ∈ Fz′ with d(y, y′) ≤ δ, and any µ net Rµ ⊂ T−1
z (y),

there is an µ + ε net Rµ+ε ⊂ T−1
z′ (y′) with the same cardinarity:

]Rµ = ]Rµ+ε.

Our aim in this section is to verify the following:

Theorem 1.2 Let Tz : Ez → Fz be an equivariant Lipschitz fibration.
Then for each z ∈ Z, the inequalities hold:

ht(Fz) ≤ ht(Ez) ≤ ht(Fz) + sup
y∈Fz

ht(T
−1
z (y)).

Proof: The proof is given by a modification of the one in [MS] p165.
We put E = ∪z∈ZEz, and Ē ⊂ X be its closure. F and F̄ ⊂ Y are

similar. For x ∈ Ez, we denote xi = σi(x) ∈ E(σ′′)i(z).
Let S ⊂ Fz be a maximal (n, ε) separated set, and choose x ∈

T−1
z (y) ⊂ Ez from each point y ∈ S. We denote the set of such points

by S ′ ⊂ Ez. Because Tz is Lipschitz, S ′ is also (n,Cε) separated net
for some C. Thus the first inequality ht(Fz) ≤ ht(Ez) holds.

Let Ry = Ry(n, ε) be a minimal (n, ε) net in T−1
z (y) ⊂ Ez, and

r(n, ε) be its cardinarity. Let us put a = supy∈Fz
ht(T

−1
z (y)), and fix
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small ε, α > 0. Then there is a large m(y) so that the inequalities
hold:

a + α ≥ ht(T
−1
z (y)) + α ≥ 1

m(y)
log r(m(y), ε).

Put Dn(x, 2ε) = {x′ ∈ Ēz : d(xi, x
′
i) < 2ε, 0 ≤ i ≤ n}, and Uy =

∪x∈Ry
Dm(y)(x, 2ε). Uy contains T−1

z (y).
Let {Wy1

, . . . , Wyq
} be a finite cover of F̄z so that T−1(Wyi

) ⊂ Uyi
.

Let us put Mz = supi{m(y1), . . . , m(yq)}. Let δz > 0 be a Lebesgue
number, B(y, δz) ⊂ Wyi

for some i = i(y).
We show that for each z ∈ Z, one can choose these points so that

δz ≥ µ > 0 and Mz ≤ C are uniformly bounded from below and above
respectively, independently of z ∈ Z. Then the rest of the proof is
parallel to [MS].

Let us put:

Gn(x, 2ε) = {x′ ∈ Ē : d(xi, x
′
i) < 2ε, 0 ≤ i ≤ n}

and Vy = ∪x∈Ry
Gm(y)(x, 2ε). Vy contains T−1

z (y).
Let {Yy1

, . . . , Yyp
} be a finite cover of F̄ so that T−1(Yyi

) ⊂ Vyi
for

yi ∈ Ezi
, where T : Ē → F̄ . Let δ > 0 be a Lebesgue number,

B(y, δ) ⊂ Yyi
for some i = i(y).

Firstly for i = 1, . . . , p, we choose Ryi
(m(yi), ε) ⊂ T−1(yi). For

each y′ ∈ F , choose i so that y′ ∈ Yyi
∩ Fz′ holds. Then using

lemma 1.4, let us choose Ry′(m(yi), ε
′) ⊂ T−1(y′) with ]Ryi

(m(yi), ε) =
]Ry′(m(yi), ε

′). We choose all Yyi
so small that ε′ ≤ 1.5ε hold.

By this way for each y ∈ F , one has chosen (m(y), 1.5ε) net Ry ⊂
T−1(y) satisfying a + α ≥ 1

m(y) log ]Ry, where supy m(y) < ∞. Re-

choose a minimal (m(y), 1.5ε) net R′
y ⊂ T−1(y). Since ]R′

y ≤ ]Ry

holds, still the inequality a + α ≥ 1
m(y) log ]R′

y hold. Thus for each

y ∈ F , we have chosen m(y) among the finite set {m(y1), . . . , m(yp)}.
In particular their values are uniformly bounded.

For each z ∈ Z, we take finite sets of points {yz
1, . . . , y

z
p} ⊂ Fz so

that yz
i ∈ Vyi

∩ Fz ≡ W z
i . By the construction, still the Lebesgue

number of the cover {W z
1 , . . . , W z

p } ⊂ Fz is δ. This finishes the proof.
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1.B.3 Slice entropy: Let us choose a family of maps (f1, . . . , fa),
k̄ ∈ Xa and the corresponding family of maps {hm}m. Let us denote
the regular set R = R(f1, . . . , fa).

Recall X̄({fi}i, k̄) ⊂ Xa × [0, 1] in 1.B. This again admits another
fibration as follows. Let us fix l̄ ∈ Xa. Then we put:

Ȳ ({fi}i, k̄) = {Φ(k̄)(x); x ∈ R({fi}i)} ⊂ Xa,

Ȳ ({fi}i, k̄, l̄) = {x ∈ R({fi}i); Φ(k̄)(x) = l̄} ⊂ [0, 1].

There are shift σ on both spaces as:

σ : Ȳ ({fi}i, k̄) → Ȳ ({fi}i, σ(k̄)),

σ : Ȳ ({fi}i, k̄, l̄) → Ȳ ({fi}i, σ(k̄), σ(l̄))

where the former is induced from the one on Xa, and the latter is
given by σ(x) = fk0

(x).
Using this, one obtains the shift commuting Lipschitz surjection:

Ȳ ({fi}i, k̄, l̄) ↪→ X̄({fi}i, k̄) → Ȳ ({fi}i, k̄).

Lemma 1.5 The inequality holds:

ht(σ; Ȳ ({fi}i, k̄)) ≤ ht(σ; X̄({fi}i, k̄)).

Proof: This follows from the first part of the proof of theorem 1.2.

Definition 1.3 A strange sequence with respect to k̄ is {xi}∞i=0 ⊂
R({fi}i) such that there is a positive ε > 0 so that Φ(k̄)(xi) converges
to some l̄ and a uniform estimate holds:

d(xi, Ȳ ({fi}i, k̄, l̄)) ≥ ε

for all large i.

Remark: (1) In particular Ȳ ({fi}i, k̄, l̄) is non empty.
(2) Let {hm}m be the family of maps corresponding to k̄. If {xi}i

is a strange sequence and a subsequence converges to some x ∈ [0, 1],
then hm(x) = i

a must be satisfied for some m and i = 1, . . . , a− 1.
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Lemma 1.6 Suppose there are no strange sequences for k̄. Then

Tk̄ : X̄({fi}i, k̄) → Ȳ ({fi}i, k̄)

(Φ(x)(k̄), x) → Φ(x)(k̄) is a fibration.

Proof: By the above remark (1), Ȳ ({fi}i, k̄) is closed and so compact.
Then the conclusion follows from the definition of fibration (1.B). This
completes the proof.

By applying theorem 1.2, one obtains the following:

Corollary 1.3 Suppose there are no strange sequences for k̄. Then
the inequalities hold:

ht(Ȳ (σ; {fi}i, k̄)) ≤ ht(σ; X̄({fi}i, k̄))

≤ ht(σ; Ȳ ({fi}i, k̄)) + sup
l̄∈Xa

ht(σ; Ȳ ({fi}i, k̄, l̄)).

Let {hm}m be the family of maps corresponding to k̄. k̄ is called
monotone with respect to {fi}a

i=1, if for each l̄ ∈ Xa, hm|Ȳ ({fi}i, k̄, l̄)
are monotone for all m = 0, 1, . . .

Example: Let us put I1 = [0, 1
2) and I2 = (1

2 , 1]. We say that a map
f : [0, 1] → [0, 1] is half dividing, if:

f(Ii) ⊂ Ij

hold for i = 1, 2 and j = j(i).
Let f and g be both half dividing, piecewise monotone with their

turning points only at most 1
2 .

Then each k̄ is monotone with respect to (f, g).

Proposition 1.2 Suppose k̄ is monotone and there are no strange
sequences for k̄. Then the equality holds:

ht(σ; Ȳ ({fi}i, k̄)) = ht(σ; X̄({fi}i, k̄)).

Proof: It is enough to see ht(σ; Ȳ ({fi}i, k̄, l̄)) = 0. Let {hm}m be the
family of maps corresponding to k̄, and put K = Ȳ ({fi}i, k̄, l̄). hm|K
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are all monotone. Let Sm(ε) ⊂ hm(K) ⊂ [0, 1] be an ε net. Then

Tn = ∪n
m=0(h

m)−1(Sm(ε))

is an (n, ε) net, and by monotonicity, its cardinarity is less that Cεn.
So the result follows from the estimate:

ht(σ; Ȳ ({fi}i, k̄, l̄)) ≤ lim sup
n→∞

1

n
log(Cεn) = 0.

This completes the proof.

Corollary 1.4 Suppose all k̄ satisfy the above two conditions. Then
the shift entropy satisfies an upper bound:

ht(σ̄; X̄(f1, . . . , fa)) ≤ 2 log a.

Proof: Since Ȳ ({fi}i, k̄) ⊂ Xa, the topological entropy satisfies the
estimate ht(Ȳ ({fi}i, k̄)) ≤ ht(Xa) = log a. Thus combining with cor
1.2, one obtains the desired estimate. This completes the proof.

1.C Cell type equations: So far we have considered dynamics of
the form:

Φ : [0, 1]× Y N → [0, 1]× Y N (∗)
for some topological spaces Y , which induces families of maps by re-
striction:

ΦM : [0, 1]× Y M → [0, 1]× Y M (∗∗)
where M = 1, 2, . . .

Cell type equations below can be also expressed as (∗) above, but
they cannot admit such restriction as (∗∗). Such phenomena becomes
important in 1.C.3 where one considers pointwise topological entropy.

The discrete Lotka Volterra equation is give by the following ([HT]):

V t+1
n

V t
n

=
1 + δV t

n+1

1 + δV t+1
n−1

.

Let us take a large L > 0, and put:

SL = {{V t
n}n,t : solutions of (∗), 0 ≤ V t

n ≤ L}.
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It is a compact subset in [0, L]N.
Recall that the topological entropy of orbit spaces is defined on

subsets in [0, L]N in 1.A. The topological entropy of the discrete Lotka
Volterra is given by:

ht(dLV ) = lim sup
L→∞

ht(SL).

1.C.2 From discrete to ultra discrete Lotka Volterra: By change
of variables as V t

n = exp(vt
n

ε ) and δ = exp(−L0

ε ), one can rewrite it as:

vt+1
n −vt

n = ε log(1+exp(
vt

n+1 − L0

ε
))− ε log(1+exp(

vt+1
n−1 − L0

ε
)) (∗).

By letting ε → 0, one obtains the Lotka Volterra cell automaton:

vt+1
n − vt

n = max{0, vt
n+1 − L0} −max{0, vt+1

n−1 − L0}.
For a large L >> 0, we put:

TL = {{vt
n}n,t : solutions of (∗), vt

n ∈ {0, . . . , L}}.
It is a compact subset in XN

L+1.
The topological entropy of the Lotka Volterra cell automaton is given

by:
ht(udLV ) = lim sup

L→∞
ht(TL).

Question: What are the relations between these entropies:

ht(dLV ), ht(udLV ).

Recall that the discrete Lotka Volterra map is parametrized by ε. Does
it follow:

lim
ε→0

ht(dLV ) = ht(udLV ).

1.C.3 Pointwise topological entropies: In order to express geo-
metric cell automata including Lotka-Volterra cell automaton and box
and ball system by use of families of maps, one has generalized inter-
action of maps in [K3], [K4]. Here we study topological entropies for
the dynamics of the corresponding interaction pointwisely.
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The LV cell automaton admits the following type of the structure.
For simplicity we only use two maps. General cases are similar.

Let:
J : {0, 1}2 → {0, 1}

be a map, and take two maps f and g on [0, 1]. Then one obtains a
famliy of maps {hm}m inductively by:

hm+1 = dJ(km+1,km+2) ◦ hm

where di = f or g as in the introduction. We also call the family as
the interaction with respect to (f, g, J, x).

Then by the same way as before one obtains a dynamics:

Φ(x) : X2 → X2, Φ(x)(k̄) = (π(x), π(h1(x)), . . . ).

We call this interaction map cell type.
Let us take k̄ = (k0, k1, . . . ) ∈ X2 and put Φ(x)t(k̄) = (kt

0, k
t
1, . . . ),

t = 0, 1, . . . Notice the following:

Lemma 1.7 kt
i is determined by (k0, . . . , ki+t).

Now we put the pointwise topological entropy for (f, g, J, x) by:

ht(f, g, J, x) ≡ ht(Φ(x)).

When J(km, km+1) = km holds, this is the interaction we have con-
sidered in 1.A, and ht(f, g, J, x) = 0 holds by lemma 1.3.

Let us consider the cell type interaction.

Lemma 1.8 The estimate holds:

ht(f, g, J, x) ≤ log 2.

Proof: Let us put Φ(x)t(k̄) = (kt
0, k

t
1, . . . ), t = 0, 1, . . . Then kt

m is
determined by (k0, . . . , km+t) for any t. Thus as in the proof of lemma
1.3, at most 2m+t elements spans the largest (t, 1

2m ) separated net for
all t. Thus the topological entropy satisfies the estimate:

ht(Φ(x)) ≤ lim
t→∞

1

t
log 2t+m = log 2.
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This completes the proof.

The above estimate is optimal.
Let us say that a pair of maps (f, g) is opposite, if for a.e. x ∈ [0, 1],

π(f(x)) 6= π(g(x)) ∈ {0, 1}
hold.

For example, f(x) = 1− x and g(x) = x is an opposite pair.

Lemma 1.9 Let f and g be opposite, and J satisfies J(a, 0) = a and
J(a, 1) = a + 1 for a = 0, 1 mod 2.

Then for the corresponding interaction Φ and any x ∈ R(f, g) ⊂
[0, 1],

ht(f, g, J, x) = log 2

hold.

Proof: Recall the projections in 1.A:

π̄n,t : XN
2 → (X2)

t+1
n , {as

i}i,s∈N → {as
i}0≤s≤t

0≤i≤n

By the condition, it is easy to check that any element {as
i}0≤s≤t

0≤i≤n ∈
(X2)

t+1
n+1 is uniquely determined by the initial sequence (k0, . . . , kn+t).

The number of {(k0, . . . , kn+t)} is 2n+t+1. Thus as in the proof of
lemma 1.4, ht(Φ(x)) = limt→∞ 1

t log 2n+t+1 = log 2 holds.
This completes the proof.

Example: Let f be the tent map and g be its reverse. Recall that
for the non cell type interaction, the topological entropy is equal to
ht(f, g) = log 2 (1.A.2).

The pair (f, g) is opposite. Let us choose J as above. Then one has
the generalized interaction map:

Φ(f, g, J) : [0, 1]×X2 → [0, 1]×X2.

Lemma 1.10 The topological entropy satisfies:

ht(f, g, J) ≡ ht(Φ(f, g, J)) = ∞.
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Proof: Let L(f, g, J) ⊂ XN
2 be the orbit space of the interaction. Then

the above proof shows that it coincides with XN
2 . Thus by prop 1.1,

ht(f, g, J) = lim
n

lim sup
t

1

t + 1
log ]π̄n,tL(f, g, J)

= lim
n

lim sup
t

1

t + 1
log 2(n+1)(t+1) = ∞.

This completes the proof.

Let us fix x ∈ [0, 1] and L0, L. In [K3], we have seen that the Lotka
Volterra cell automaton:

vt+1
n − vt

n = max(L0, v
t
n+1)−max(L0, v

t+1
n−1)

can be represented by a cell type interaction from a family of piecewise
linear maps. In general the images of the flow are not bounded, and
so one has to denote it as:

Φ(x) : XL+1 → X∞, Φ(x)t(k̄) = (kt
0, k

t
1, . . . ).

By a parallel argument as above, one may obtain some estimate of
the value of the pointwise topological entropy of the LV cell automaton
from below.

2 Vertical slices and amalgamation

Let us take a family of maps {f1, . . . , fa} and consider the corre-
sponding interaction map Φ : Xa × [0, 1] → Xa × [0, 1] with domain
R = R(f1, . . . , fa). In this section we study its holizontalwise restric-
tions as:

Φn : [0, 1]× (Xa)n → [0, 1]× (Xa)n

for n = 1, 2, . . . where:

(Xa)n = {0, . . . , a}× · · ·×{0, . . . , a} = {(k0, . . . , kn) : ki ∈ {0, . . . , a}}
is all the set of words of length n + 1.
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Such restriction is impossible for cell type interactions (1.C), and
here we will only consider non-cell type.

The topological entropy at n step is given by:

ht(Φn) ≡ ht(Φn; R×Xa).

Proposition 2.1 Suppose the value of the topological entropy of the
interaction by {f1, . . . , fa} is finite. Then the following holds:

ht(f1, . . . , fa) ≡ ht(Φ) = lim
n→∞ sup ht(Φn).

Proof: Let us denote elements ā = (a0, . . . , an). We restrict the metric
on (Xa)n as |ā− b̄| = Σn

i=0
|ai−bi|

2i .
Let S(Φ)(n, ε) = {(x1, k̄

1), . . . , (xl, k̄
l)} be a largest (n, ε) separated

net of Φ. We denote k̄i = (ki
0, k

i
1, . . . ), and its restriction by k̄i

n =
(ki

0, k
i
1, . . . , k

i
n) ∈ (Xa)n for i = 1, . . . , l.

Clearly the estimate

]S(Φ)(n, ε) ≥ ]S(Φm)(n, ε)

holds. Thus ht(Φ) ≥ ht(Φm) hold for all m = 1, 2, . . .
Conversely let S(Φ)(n, ε) = {(x1, k̄

1), . . . , (xl, k̄
l)} be a largest (n, ε)

separated net of Φ. Then for large m = m(ε), {(x1, k̄
1
m), . . . , (xl, k̄

l
m)}

is an (n, ε
2) separated net. Thus one obtains the inequality:

]S(Φ)(n, ε) ≤ ]S(Φm)(n,
ε

2
).

Let us denote s(Φ)(n, ε) = ]S(Φ)(n, ε). By definition, this number
is independent of chioice of S(Φ)(n, ε). Moreover s(Φm)(n, ε) increase
with respect to m. At the same time it is decreasing with respect to
ε. Thus from the estimate:

ht(Φ)(ε) ≡ lim sup
n

1

n
log s(Φ)(n, ε)

≤ ht(Φm)(
ε

2
) ≤ lim

m→∞ht(Φm)(
ε

2
) ≡ h̃t(Φ)(

ε

2
)

one obtains the inequality:

ht(Φ) ≤ lim
ε→0

h̃t(Φ)(ε) ≡ h̃t(Φ).
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Since ht(Φm)(ε) is decreasing for ε and increasing for m, the limits
exchange:

h̃t(Φ) = lim
ε→0

lim
m→∞ht(Φm)(ε) = lim

m→∞ lim
ε→0

ht(Φm)(ε) = lim sup
m→∞

ht(Φm).

Thus the reverse estimate also holds. This completes the proof.

Definition 2.1 The interaction by {f1, . . . , fa} is of finite type, if the
equality holds for all large m ≥ m0:

ht(f1, . . . , fa) ≡ ht(Φ) = ht(Φm).

In general ht(Φ) ≥ ht(Φm) holds.

Examples: (1) Let I0 = [0, 1
2) and I1 = (1

2 , 1], and suppose f and g

satisfy both f(Ii) ⊂ Ij and g(Ik) ⊂ Im for some j = j(i),m = m(k)
(e.g., f(x) = 1−x and g(x) = x). Then (f, g) is of finite type. In fact
ht(Φn) = ht(Φ) = 0 hold.

(2) Let f be the tent map and g = 1− f be its reverse. Then (f, g)
is of finite type. In fact ht(Φn) = ht(Φ) = log 2 hold for n = 0, 1, 2, . . .

2.B Factor maps: Let us take a family of maps {f1, . . . , fa}, and
R(f1, . . . , fa) ⊂ [0, 1] be the regular set. Let us put:

On = {(x̄l
n)l≥0 : Φ(x)l(x̄0

n) = x̄l
n, x ∈ R({fi}i)} ⊂ (Xa)

N
n

and its shift σ by:

σ((x̄0
n, x̄

1
n, x̄

2
n, . . . )) = (x̄1

n, x̄
2
n, . . . ).

On is a σ invariant subset.
The total subshifts Yn is defined by:

Yn ≡ {(x̄l
n)l≥0 : Φ(xl)(x̄

l
n) = x̄l+1

n , xl ∈ R({fi}i), l = 0, 1, . . . }.
It is a subshift of finite type, and (On, σ) is a subshift of (Yn, σ).

Question: Suppose On is closed in (Xa)
N
n . When (On, σ) is a subshift

of finite type ?
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Clearly for the above example (1), (On, σ) is a subshift of finite type.

Let us consider the family of subshifts:

{(On, σ)}n=1,2,...

as above. By the construction, one obtains a family of factor maps
(shift commuting surjection):

πn; (On, σ) → (On−1, σ), x̄l
n = (xl

0, . . . , x
l
n) → x̄l

n−1 = (xl
0, . . . , x

l
n−1)

by projection. It also induces the factor maps πn : (Yn, σ) → (Yn−1, σ).

We say that (x̄l
n)l≥0 and (ȳl

n)l≥0 form a diamond of length k > 0, if
there is some i so that

(1) πn({xl
0, . . . , x

l
n}i+k

l=i ) = πn({yl
0, . . . , y

l
n}i+k

l=i ),
(2) {xl

0, . . . , x
l
n}i+k

l=i 6= {yl
0, . . . , y

l
n}i+k

l=i , and
(3) {xi

0, . . . , x
i
n} = {yi

0, . . . , y
i
n} and {xi+k

0 , . . . , xi+k
n } = {yi+k

0 , . . . yi+k
n }

hold.

Proposition 2.2 (1) Let Wn be On or Yn. If Wn does not contain any
diamonds, then πn is exactly a to 1 map. In particular ht(Wn, σ) =
ht(Wn−1, σ) holds.

(2) If Yn has a diamond, then πn is uncountable to one at some
point. Moreover if Yn is irreducible, then the strict inequality ht(Yn, σ) >

ht(Yn−1, σ) holds.

The proof is given in [Ki] p98.

Example: Let f be the tent map and g be its reverse. Then for
n ≥ 2, On does not contain any diamonds, πn is two to one map and
ht(On) = log 2.

Yn is the full shift (X2)n. Thus ht(Yn) = (n + 1) log 2.

2.C Amalgamation: In general it will not so easy to compare val-
ues of topological entropies for two symbolic dynamics with different
alphabets. An amalgamation is an operation to decrease the numbers
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of alphabets, which gives topologically conjugate pairs. In particular
they give the same values of the topological entropy.

Below we study the amalgamation of total subshifts. For any word
w ∈ (Xa)n, let f(w) ⊂ (Xa)n be a subset so that any v ∈ f(w)
satisfies Φ(x)(w) = v for some x ∈ R({fi}i). Similarly p(w) ⊂ (Xa)n

be a subset so that any u ∈ p(w) satisfies Φ(x)(u) = w for some
x ∈ R({fi}i). p(w) is called the predecessor set and f(w) the follower
set.

Let us consider Yn+1. For a pair {w, w′} ⊂ (Xa)n+1 and v ∈ (Xa)n,
we construct another symbolic dynamics Y (w,w′), whose alphabets
are [(Xa)n+1\{w,w′}] ∪ {v}.

Suppose that w, w′ ∈ (Xa)n+1 satisfies the followings:

p([w]) = p([w′]), f([w]) ∩ f([w′]) = φ.

Then we define a new shift Y (w,w′) by the followings. Let us denote
by f and f ′ the follower sets for Yn+1 and Y (w, w′) respectively. Then:

(1) for x 6= v, w, w′, f(x) = f ′(x),
(2) for x 6= v and w,w′ ∈ f(x), then f ′(x) = [f(x)\{w, w′}] ∪ {v},
(3) if w, w′ 6= f(w) ∪ f(w′), then f ′(v) = f(w) ∪ f(w′), and
(4) if w, w′ ∈ f(w)∪f(w′), then f ′(v) = [f(w)∪f(w′)\{w,w′}]∪{v}.
Thus by this way one has obtained a new symbolic dynamics Y (w,w′)

which is called the amalgamation. We say that (w,w′) is an amalga-
mated pair.

These are topologically conjugate:

(Yn+1, σ) ∼= (Y (w,w′), σ).

Suppose there is an involution τ : (Xa)n+1 → (Xa)n+1 without any
fixed points. Then it gives a division of the set into pairs:

{(w1, τ(w1)), . . . , (w2n, τ(w2n))}.
We say that the involution induces an amalgamation, if each (wi, τ(wi))

is an amalgamated pair.
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When an involution induces an amalgamation, then the succesive
procedure above gives a symbolic dynamics Y ′ with an number of
alphabets, and one can assign each alphabet by an element in (Xa)n.

If one can choose an assignment of the alphabets so that the corre-
sponding Y ′ is the same as Yn, then we say that it is a reduction at
n + 1-stage. So when one obtains reduction at n + 1 stage, then Yn+1

and Yn are topologically conjugate. Thus:

Lemma 2.1 If there is a reduction at n + 1 stage, then (Yn+1, σ) and
(Yn, σ) are mutually topologically conjugate.

In particular the topological entropies are mutually equal:

ht(σ; Yn+1) = ht(σ; Yn).

Example: Let f and g satisfy the followings:

1

2
< f(x) < 1, 0 < x <

1

2
, 0 < f(x) <

1

2
,

1

2
< x < 1,

0 < g(x) <
1

2
, 0 < x <

1

2
,

1

2
< g(x) < 1,

1

2
< x < 1.

Then each Yn+1 admits an reduction for n ≥ 1. For example, Y2 can
be described as:

(00, 10) → (01, 10), (01, 11) → (00, 11).

Thus (X2)2 has amalgamated pairs

(01, 10), (00, 11).

Then letting:
{10, 01} → 0, {00, 11} → 1

one obtains Y ′ = Y1.
For Y3, one has the following table:

000 001 010 011 100 101 10 111
(0, 1

2) 101 100 110 111 010 011 001 000
(1

2 , 1) 010 011 001 000 101 100 110 111
01 00 11 10 01 00 11 10
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where each vertical pair at the second and the third line is an amalga-
mated pair. The last line gives an assignment to (X2)2. For example,
{101, 010} is assigned by 01, and so on. By this way one obtains
Y ′ = Y2.

2.C.2 Amalgamation of maps: The symbolic dynamics Yn+1 are
obtained from famililies of maps. Here we will consider deformations
of families of maps which induce amalgamation of the symbolic dy-
namics. In the case the families pass through some critial point at
which the dynamics change. We call the family at the point threshold.

Let us take a family of maps {f1, . . . , fl} and denote the projection
π : [0, 1] → {1, . . . , l} by π(Ii) = i where Ii+1 = ( i

l ,
i+1
l ), i = 0, . . . , l−1.

One obtains the total shifts of finite type Yn and the subshifts On ⊂ Yn

of orbit spaces.
Let {f11

, f12
, f2, . . . , fl} be a family of l+1 maps and Φ(x) : Xl+1 →

Xl+1 be the corresponding interaction maps, where we have division
of the intervals as {I11

, I12
, I2, . . . , Il} ⊂ [0, 1] with Ii1 ∪ Ii2 ∪ p1 = I1,

p1 = 1
l+1 .

We will consider to make amalgamation by contracting two maps
into one. Here we will only consider the case n = 0. In this case
amalgamation has rather combinatorial nature. If one considers higher
steps n ≥ 1, then subtle analytic properties of maps will reflect.

Notice the inclusions:

O1 ⊂ Y1 ⊂ Xl+1.

We denote p(j) = {k : fk(x) ∈ Ij for some x ∈ R(f1, . . . , fl)} and
f(j) = {l : fj(x) ∈ Il for some x ∈ R(f1, . . . , fl)}.

Suppose the following two conditions:
(1) p(11) = p(12) and (2) f(11) ∩ f(12) = φ.

Then by amalgamation, there is Y ′
1 ⊂ Xl with the alphabets {1, 2, . . . , l}

by changing both 1j, j = 1, 2 to 1. This gives a topological conjugate:

(Y1, σ) ∼= (Y ′
1 , σ).

When there is another map f1 so that Y1 corresponding to {f1, . . . , fl}
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is the same as Y ′
1 , then we say that f̄2 ≡ {f1, f2, . . . , fl} is an amalgam

of f̄1 ≡ {f11
, f12

, f2, . . . , fl}.
Let us say that an amalgam f̄2 of f̄1 as above have a threshold, if

there are continuous families of maps (f t
11

, f t
12

) and f t
i which satisfy

f 0
j = fj for 0 ≤ t ≤ 1, 1 ≤ i ≤ l, and some 0 < s < 1 so that

(1) f 1
11
|[0, s] = f 1

1 |[0, s], f 1
12
|[s, 1] = f 1

1 |[s, 1],

(2) the interaction maps for both {f t
11

, f t
12

, f t
2, . . . , f

t
l } and {f t

1, f
t
2, . . . , f

t
l })

are independent of t respectively for all 0 ≤ t < 1, and
(3) {f t

1, f
t
2, . . . , f

t
l }) is an amalgam of {f t

11
, f t

12
, f t

2, . . . , f
t
l } for each

0 ≤ t < 1.

Example: Let us consider two diagrams:

A1 :
(11) ←→ (3)

↙ ↖
(12) −→ (4) ←→ (2)

A2 :
(1) ←→ (3)
↓ ↑

(4) ←→ (2)

Each Ai corresponds to a subshift of finite type Y1 and Y ′
1 , where

Y1 ⊂ X5 and Y ′
1 ⊂ X4. Y ′

1 can be amalgamated to Y1 by contracting
{11, 12} to 1.

These are constructed by interaction maps using families of maps
{f11

, f12
, f2, f3, f4} and {f1, f2, f3, f4} respectively, where we will use

two projections π1 : [0, 1] → {1, . . . , 5} and π2 : [0, 1] → {1, . . . , 4} by:

πj((
i

5
,
i + 1

5
)) = i, i = 2, 3, 4, j = 1, 2,

π1(
i− 1

5
,
i

5
)) = 1i, i = 1, 2, π2(0,

2

5
)) = 1.

Then we have families of maps satisfying:

3

5
< f11

<
4

5
,

4

5
< f12

< 1,

3

5
< f1 < 1, f1(0) <

4

5
< f1(1),

3

5
< f2 < 1, f2(0) <

4

5
< f2(1),

0 < f3 <
2

5
, f3(0) <

1

5
< f3(1),

2

5
< f4 <

3

5
.
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These give interaction maps whose total shifts at the stage 1 are Y1

and Y ′
1 respectively.

It is easy to obtain parametrizations of maps {f t
11

, f t
12

, f t
2, f

t
3, f

t
4} and

{f t
1, f

t
2, f

t
3, f

t
4} respectively, so that for all 0 ≤ t < 1, they satisfy the

above properties, where at t = 1, {f 1
11
|[0, 1

2 ], f
1
12
|[12 , 1]} and f 1

1 coincide
mutually. Thus {f11

, f12
, f2, f3, f4} and {f1, f2, f3, f4} have threshold

mutually.

3 Block maps

Let t = 1, 2, 3, . . . , Xt be the one sided full shift, and X0
t be all the set

of words of finite lengths.
Let s ≥ 1,m, r ≥ 0 be integers, and ϕ0 : (Xa)m+r+1 → X0

t be a
map. The corresponding (r,m, s)-block map:

ϕ : Xa → Xt, (k0, k1, . . . ) → (k′0, k
′
1, . . . )

is given by:
k′i = ϕ0(ksi−r, ksi−r+1, . . . , ksi+m).

In this section we will consider the following cases of maps of the form:
(1) (r,m, 1)-block maps are called just block maps in symbolic dy-

namics.
(2) (0,m − 1,m)-block maps are called codings, and we will study

such maps in later sections. In particular we study contractions which
will be given by contractions of families of maps by codings.

(3) Let Σa be the both sided full shift with the alphabets {1, . . . , a}.
Then by the same way one can obtain (r,m, s)-block maps ϕ : Σa → Σt

from ϕ0.
(4) Let us denote:

X∨
a = {(. . . , k−n, k−n+1, . . . , k0) : kj ∈ {1, . . . , a}}

and consider a continuous map:

ϕ0 : X∨
a → {1, . . . , t}.
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Then one can also obtain the corresponding (−∞, 0, s)-block map ϕ :
Σa → Σt. A (−∞, 0, 1)-block map will be used below in order to treat
some classes of infinite integrable systems.

Block maps are general in the sense of the following:

Lemma 3.1 Let ϕ : Xa → Xb be a continuous map which satisfies
quasi-commututativity with the shifts as:

ϕ(σn(k̄)) = σ(ϕ(k̄)).

Then it is an (0,m, n) block map for some m.

See [Ki] p26.

3.B Transformations on interaction of maps: Let {f1, . . . , fl}
and {g1, . . . , gm} be two families of maps, and Φ({fi}i) : [0, 1]×Xl →
[0, 1]×Xl and Φ({gj}j) : [0, 1]×Xm → [0, 1]×Xm be the corresponding
interaction maps respectively.

Let Yl ⊂ Xl and Ym ⊂ Xm be subsets which are both invariant
under the iterations of the interaction maps respectively. For example
one may take Yl = ∪x∈R(f1,...,fl)Φ(x)(Xl).

Let us take another family of maps {αa}l
a=1. Then using the projec-

tion π : [0, 1] → {1, . . . , m}, one obtains the corresponding interaction
maps Φ({αa}a) : [0, 1]×Xl → [0, 1]×Xm.

We say that Φ({fi}i) : [0, 1]×Yl → [0, 1]×Yl and Φ({gj}j) : [0, 1]×
Ym → [0, 1]× Ym are mutually equivalent, if there is a family of maps
{αa}l

a=1 so that on R ≡ R(fa, . . . , fl) ∩R(g1, . . . , gm) ⊂ [0, 1],
(1) the corresponding interaction maps admits the isomorphic re-

striction as Φ({αa}a) : R× Yl
∼= R× Ym and

(2) the following diagram commutes for all x ∈ R:

Yl
Φ({αa}a(x))−→ Ym

Φ({fi}i)(x) ↓ Φ({gj}j)(x) ↓
Yl

Φ({αa}a(x))−→ Ym

The following is clear:
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Lemma 3.2 If Φ({fi}i)|[0, 1] × Yl and Φ({gj}j) : [0, 1] × Ym are mu-
tually equivalent, then they have the same topological entropy:

ht(Φ({fi}i)|R× Yl) = ht(Φ({gj}j) : R× Ym).

3.B.2 Box and ball system: The box and ball system is a dynamics
on Σ2 which has arose in mathematical physics. It can be expressed
as a modified interaction of maps ([K4]).

We recall the BBS as follows.
Let σ = (. . . , v−n, . . . , v0, v1, . . . ) ∈ Σ2 be a bi-infinite sequence by

{0, 1} such that for all sufficiently large n >> 0, vn = v−n = 0. Let us
denote the set of such sequences by Σ0

2 ⊂ Σ2. It is shift invariant.
Let us choose an element σ ∈ Σ0

2 and (i1 < i2 < · · · < im)
be all the indices with vil = 1 in σ. Notice that σ ∈ |Sigma0

2
is uniquely determined by the index sets of 1 above. Let T (σ)1 =
(. . . , v1

−m, . . . , v1
0, v

1
1, . . . ) ∈ Σ0

2 be another element defined as follows;
let j1 ≥ i1 be the smallest index with the property that it is larger
than i1 and vj1 = 0. Then v1

l = vl except l = i1 and j1, and we put
v1

i1
= 0 and v1

j1
= 1.

Next we do the same thing for v1
i2

= vi2 in T (σ)1, and find another
smallest index j2 ≥ i2 with v1

j2
= 0. Then we exchange 0 and 1 in v1

i2

and v1
j2

as above. The result is denoted by T (σ)2.
We continue this process for i3, i4, . . . until im, and finally one ob-

tains the desired T (σ) ≡ T (σ)m ∈ Σ0
2.

Thus one has obtained a continuous bijective map:

T : Σ0
2
∼= Σ0

2

which is calld the box and ball system (BBS).
The topological entropy of BBS is given by:

ht(BBS) = ht(T ; Σ0
2).

Let Σ0
2(N) ⊂ Σ0

2 be the subset whose elements are consisted by
sequences with exactly N number of 1. Then the BBS system induces
a bijection T : Σ0

2(N) ∼= Σ0
2(N).
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Let π0 : Σ2 → {0, 1}, π0({ki}i∈Z) = k0 be the projection. It induces:

π0 : (Σ2)N → X2

by π0({kt
i}i∈Z,t=0,1,...) = {kt

0}t=0,1,....
Let L(BBS) = {(k̄, T (k̄), T 2(k̄), . . . ); k̄ ∈ Σ2} be the orbit spaces

of BBS, and denote L(BBS)0 ≡ π0(L(BBS)0) ⊂ X2.

Lemma 3.3 L(BBS)0 is the subshift of finite type with the transition
matrix

A =


0 1
1 1




In particular one obtains a rough estimate of the topological entropy:

ht(BBS) ≥ log
1 +

√
5

2
.

The latter follows from the Perron Frobenius theory.

3.B.3 Transformation from BBS to LV: The BBS can be trans-
formed to Lotka Volterra cell automaton by change of variables as
follows.

The BBS and the Lotka Volterra cell automaton are given by the
equations respectively:

Bt+1
n = min{1−Bt

n, Σ
n−1
i=−∞(Bt

i −Bt+1
i )}

V t+1
n − V t

n = max{L, V t
n+1} −max{L, V t+1

n−1}
A transformation between them is given by the succesive three proce-
dures:

St+1
n+1 − St

n = min{0, 1− St
n+1 + St+1

n }, St
n = Σn

i=−∞Bt
i ,

U t+1
n+1 − U t

n = max{0, U t+1
n − 1} −max{0, U t

n+1 − 1}, U t
n = St

n+1 − St+1
n ,

V t+1
n − V t

n = max{1, V t
n+1} −max{1, V t+1

n−1}, V n
t−n = U t

n.

From block maps view points, the first is (−∞, 0, 1)-block map.

Let us consider the second step:

(BBS2) : St+1
n+1 − St

n = min{0, 1− St
n+1 + St+1

n }
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and denote its transformation by T2. We denote Σ(BBS2)L ⊂ ΣL all
the set of sequences {Si}i∈Z ⊂ {0, . . . , L−1} such that the correspond-
ing orbits {St

i}i = T t
2({Si}i)}t=0,1,... ⊂ {0, . . . , L − 1} are all bounded

by L. Thus T2 gives a dynamics as:

T2 : Σ(BBS2)L → Σ(BBS2)L.

Let g : {0, . . . , L − 1}2 × [0, 1] → R be a family of maps on the
interval, and π : [0, 1] → {0, . . . , L − 1} be the projection. Then for
each k̄ = (k0, k1, . . . ), one obtains an infinite family of maps {hm}m

by:
hn+1(x) = gkn,kn+1

◦ hn(x).

Let us say that g is marked at −∞, if g0,0 ≡ 0 holds.

Lemma 3.4 The above automaton BBS2 can be expressed as an in-
teraction of maps which is marked at −∞:

g : {1, . . . , L}2 × [0, 1] → R, ga,b(x) =
a− b

L
+ min{ b

L
, (

1

L
+ x)}.

We have a map from BBS to BBS2:

Φ2 : Σ0
2(L) → Σ0

L.

Let us denote its image as:

YL = Φ2(Σ
0
2(L)) ⊂ Σ0

L.

Proposition 3.1 The BBS and BBS2 are mutually equivalent by

Φ2 : Σ0
2(L) ∼= YL.

Now put:
Σ(BBS2) = ∪L∈NΣ(BBS2)L

and Y ≡ ∪L∈NYL. The topological entropy of BBS2 is given by:

ht(BBS2) = ht(T2; Σ(BBS2)).

The above equivalence induces Φ2 : Σ0
2
∼= Y ⊂ Σ(BBS2).
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Corollary 3.1 The estimates hold:

log
1 +

√
5

2
≤ ht(BBS) ≤ ht(BBS2).

Proof of proposition: We have described BBS as an interaction map
using four maps {f1, f2, f3, f4} and some permutation ([K4]).

Let Σ0
2(L) ⊂ Σ0

2 be as above. Then we will construct a family
of maps Φ({αa}a) : Σ0

2(L) → YL ⊂ ΣL which induce the desired
equivalence.

Notice that BBS and BBS2 are related by the equations:

St
n = Σn

i=−∞Bt
i , St

n − St
n−1 = Bt

n.

Thus one chooses a family of maps satisfying:

α : {0, 1} × [0, 1] → [0, 1], α(0, x) = x, α(1, x) = x + 1.

The corresponding interacting map is a (−∞, 0, 1) block map.
The converse direction is given by an automaton:

β : {0, . . . , L− 1} × [0, 1] → R, β(k, y) =
k

L
− y.

It represents a (−1, 0, 1) block map.
This completes the proof.

Remarks: (1) Even though the number of maps in BBS is four, which
is much smaller compared with BBS2 (L2), the former has to modify
the interaction by use of permutation groups ([K4]).

(2) For the third and the final steps also, they are invertible trans-
formations, but they do not preserve the time. We will treat these
cases below.

3.B.4 Block maps by line segments: Let Z × N ⊂ R × R+

be the integer lattice in the upper half plane, and let l ⊂ R × R+

be a line which may be unbounded. We put l0 = l ∩ Z × N and
m = ]l0 ∈ N ∪ {∞}.
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Let F : Z×N → Z×N be a function. Then we denote:

l0(n, t) = F (n, t) + l0 ⊂ Z×N,

L0 = {l0(n, t) : (n, t) ∈ Z×N}.
L0 is all the set of parallel line segments.

Let {(kt
−i, . . . , k

t
0, k

t
1, . . . )}t≥0,i∈Z be a flow. One may regard that

it is a function on Z × N by (n, t) → kt
n. We denote k(l0(n, t)) =

{ks
i }(i,s)∈l0(n,t). We identify it as k(l0(n, t)) ∈ (Xa)m.
Let ϕ0 : (Xa)m → {1, . . . , t} be a map. The corresponding (l0, F )-

block map:

ϕ : ΣN
a → ΣN

t , {(. . . , kt
0, k

t
1, . . . )}t → {(. . . , lt0, lt1, . . . )}t

is given by:
lti = ϕ0(k(l0(i, t))).

We say that it is a block map by the line segments (l0, F ).

Lemma 3.5 The third and final transformations from BBS to LV are
both invertible, and they are all given by block maps by line segments.

Proof: From {St
n} to {U t

n}, one has l0 = {(0, 1), (−1, 0)} and F = id.
From {U t

n} to {V t
n}, one has l0 = (0, 0) and F (n, t) = (t− n, n).

Finally using the equality Σ∞
x=0U

t+x
n−x = St

n+1, one sees that from
{U t

n} to {St
n}, l0 = {(−s, s) : s ∈ N} and F (n, t) = (n− 1, t).

This completes the proof.

By the same way, one can generalize the notion of equivalence so
that two interaction of maps are equivalent, if they are transformed
by invertible block maps by line segments which are all expressible as
interactions of maps.

Corollary 3.2 The third and final transformations from BBS to LV
are both equivalent by line segments.

4 Contraction

Recall that (Xa)n−1 is all the set of words of length n with the alpha-
bets {1, . . . , a}. Let ϕ0 : (Xa)n−1 → {1, . . . , b} be a map. Then ϕ0
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determines a continuous map:

ϕ : Xa → Xb, k′i = ϕ(kni, . . . , x(i+1)n−1).

It is an (0, n − 1, n) block map. Let σ be the shift. Then it satisfies
commutativity:

ϕ(σn(k̄)) = σ(ϕ(k̄))

for all k̄ ∈ Xa.
The lexicographic order gives the corresponding map:

ψ0 : (Xa)n−1 → {1, . . . , an}
which is called the contraction. So it induces the continuous map:

ψ : Xa → Xan

for all n = 1, 2, . . .
Let {f1, . . . , fa} be a family of maps. For each k̄n ∈ (Xa)n−1, one

can associate another map g(k̄n) by composition:

g(k̄n) = fkn−1
◦ fkn−2

◦ · · · ◦ fk0

where k̄n = (k0, . . . , kn−1). By this way one obtains families of maps
of cardinarity an:

Cn = ∪k̄n∈(Xa)n
g(k̄n) ≡ {g1, . . . , gan}

where the indices of the set is given by the lexicographic way. For
example when n = 2 and a = 2, g1 = f1 ◦ f1, g2 = f2 ◦ f1, g3 = f1 ◦ f2

and g4 = f2 ◦ f2. It is called the n-th contracted family of maps.
Let πa : [0, 1] → {1, . . . , a} be the projection. Then using πa, one

has the interaction map Φ({fi}a
i=1) : [0, 1]×Xa → [0, 1]×Xa. Similarly

using πan : [0, 1] → {1, . . . , an}, one obtains another interaction map:

Φ({gj}j) : [0, 1]×Xan → [0, 1]×Xan.

using the famliy {gj}j. So one obtains a diagram:

[0, 1]×Xa
ψ−→ [0, 1]×Xan

Φ({fi}i) ↓ Φ({gj}j) ↓
[0, 1]×Xa

ψ−→ [0, 1]×Xan
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which is not commutative in general.
Below we study entropy hehaviours of both sides restricted on the

spaces where the diagram above commute.

4.B Compression: Let us take a family of maps {f1, . . . , fa} and
choose n − 1. Then as above one obtains another family of maps
C = {g1, . . . , gan}.

Let us put Ci = {g1, . . . , gi−1, gi+1, . . . , gan} whose cardinarity is
an − 1, and fix another projection π′ : [0, 1] → {1, . . . , an − 1}.

We say that Ci and Cj are equivalent with respect to π′, if the
corresponding interacting maps:

Φ(Ci), Φ(Cj) : [0, 1]×Xan−1 → [0, 1]×Xan−1

give the same map mutually, after reordering the indices of them. We
say that Ci or Cj are compression of C with respect to π′.

By identifying gi with gj, one obtains another map ϕ0 : (Xa)n−1 →
{1, . . . , an − 1} which gives ϕ : Xa → Xan−1.

Example: Let {f1, f2} be two maps. Then the second contracted fam-
ily is denoted as C2 = {g1, g2, g3, g4}.

Let f1 be the tent map and f2 be its reverse, f2(x) = 1 − f1(x).
Consider the set:

C = {g1, g2, g3, g4} = {f 2
1 , f2f1, f1f2, f

2
2}.

Since f 2
1 = f1f2 holds, C1 = {f2f1, f1f2, f

2
2} and C3 = {f2f1, f

2
1 , f 2

2}
are mutually equivalent.

One has the corresponding block map as:

ϕ0 : (X2)2 → {1, 2, 3}, (1, 1), (2, 1) → 1, (1, 2) → 2, (2, 2) → 3.

For any subset J ⊂ {1, . . . , a}, let us denote by CJ = {gj : j 6∈
J}. Suppose (Ci,Cj) and (Ck,Cl) are equivalent pairs where {i, j} ∩
{k, l} = φ. Then one can again compress Ci to obtain another Ci,k.
By continuing this process, one obtains a compressed family of maps
CJ ⊂ C. Then finally one obtains a minimal element:

C′ = {gi1, . . . , git}
42



which is no longer compressible.
Let us choose a compression C. Thus one obtains a map:

C : (Xa)n−1 → {1, . . . , t}
and we denote the corresponding map by:

ϕ : Xa → Xt.

We call it the associated compression map.

Example: Let us consider the above example. They also satisfy more
equalities f 2

2 = f2f1. So one obtains more equivalent pairs C1,3 and
C2,4. Thus one obtains a minimal element C = {f1f2, f2f1} ≡ {g1, g2}.

Thus the associated compression map is:

ψ0 : (X2)2 → X2, (1, 1), (2, 1) → 1, (1, 2), (2, 2) → 2

and the diagram:

X2
ψ−→ X2

Φ({f1, f2})(x) ↓ Φ({g1, g2})(x) ↓
X2

ψ−→ X2

which in fact commutes (prop 4.1).

Remark: Notice that in order to obtain equivalent pairs, one doesnot
necessarily require equalities of the maps themselves as above. For
example when f1(x) = 1−x and g be the identity, C1and C4, C2 and
C3 are mutually equivalent. Still one obtains the same equivalences
when f1 and f2 are slightly perturbed away from 1

2 .

Let {f1, . . . , fa} be a family of maps and C be a compression which
induces a map (Xa)n−1 → {1, . . . , t}. Then corresponding interaction
map:

Φ(C) : [0, 1]×Xt → [0, 1]×Xt

is called the associated interaction map with C. The following is clear:

Lemma 4.1 Let R(f1, . . . , fa) ⊂ [0, 1] be the regular set. Then the the
inclusion R(f1, . . . , fa) ⊂ R(g1, . . . , gt) holds.
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Definition 4.1 Let CI = {g1, . . . , gt} be a compression. We say that
x ∈ R(f1, . . . , fa) is a compressible point, if the following diagram
commutes:

Xa
ϕ−→ Xt

Φ({fi}i)(x) ↓ Φ({gj}j)(x) ↓
Xa

ϕ−→ Xt

where ϕ is the associated block map.

In that case it is an infinitely compressible point which saids com-
mutativities of the diagrams:

Xa
ϕ−→ Xt

Φs({fi}i)(x) ↓ Φs({gj}j)(x) ↓
Xa

ϕ−→ Xt

for all s = 0, 1, . . . We denote all the set of compressible points by:

J(C) ⊂ [0, 1].

Let C : (Xa)n−1 → {1, . . . , a} be a compression. Thus by definition
one has assigned some element k̄(i) = (k0(i), . . . , kn−1(i)) ∈ (Xa)n−1

for each i = 1, . . . , a.
We say that C depends only on the last factor, if for each C(l0, . . . , ln−1) ∈

{1, . . . , a}, it satisfies the equalities:

kn(C(l0, . . . , ln−1)) = ln−1.

Proposition 4.1 Let C : (Xa)n−1 → {1, . . . , a} be a compression so
that it depends only on the last factor.

Then the compressible points satisfy the equality:

J(C) = R(f1, . . . , fa).

We say that such compression is the n-th projection.
Proof: Let {f1, . . . , fa} be a family of maps and denote the com-

pression between maps by C : {f1, . . . , fa} → {g1, . . . , ga}.
Recall the notation g(k̄n) = fkn−1

◦ fkn−2
◦ · · · ◦ fk0

for k̄n ∈ (Xa)n.
For any element k̄n−1 = (k0, . . . , kn−2) ∈ (Xa)n−1, we put k̄n−1i =
(k0, . . . , kn−2, i) ∈ (Xa)n for i = 1, . . . , a.
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Then by definition, C(g(k̄n−1i)) = fi ◦g(k̄′n−1) are satisfied for some
k̄′n−1 ∈ (Xa)n−1. Thus the result follows. This completes the proof.

Examples: Let f be the tent map and g be its reverse. Then the
compression satisfies the above condition. Thus J(C) = [0, 1]\{ k

2n ; 1 ≤
k ≤ 2n − 1, n = 1, 2, . . . }.

Since a compression by an n-th projection induces a surjection ϕ :
Xa → Xa, it follows from the above proposition that one obtains the
equality for the topological entropies of the corresponding interaction
maps:

Corollary 4.1 Suppose C : {f1, . . . , fa} → {g1, . . . , ga} is a compres-
sion by an n-th projection. Then the topological entropies satisfy the
equality:

ht(f1, . . . , fa; R) = ht(g1, . . . , ga; R)

where R = R(f1, . . . , fa) = J(C).

In the above example, f be the tent map and g be its reverse, then
the estimate holds:

ht(f, g) = ht(f
2, g2) = log 2.

Proof: Recall the orbit space:

L(f1, . . . , fa) = {{Φ(x)(k̄); x ∈ R(f1, . . . , fa), k̄ ∈ Xa} ⊂ XN
a

in 1.A. For positive integers m, t ≥ 0, let π̄m,t : XN
2 → (X2)

t+1
m ,

{as
i}i,s∈N → {as

i}0≤s≤t
0≤i≤m be the projections.

Then by the assumption, the equalities hold for all m, t:

]π̄nm,t(L(f1, . . . , fa)) = ]π̄m,t(L(g1, . . . , ga)).

By proposition 1.1, the topological entropy satisfies the equality
ht(f1, . . . , fa) = ht(L(f1, . . . , fa)), where the latter is given by

lim
m→∞ lim sup

t→∞
1

t + 1
log ]π̄m,t(L(f1, . . . , fa)).

Thus the equality holds. This completes the proof.
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5 Interaction entropy

In this section, we study several properties of interaction of maps from
measure theoretic view points. In particular we introduce measure
theoretic entropies which we call the interacting entropy. When the
interaction satisfies the Markov property, then it coincides with the
conditional entropy.

Later on we always assume that the regular set R(f1, . . . , fa) ⊂ [0, 1]
has positive measure with respect to the standard one µ0. For simplic-
ity, we assume R(f1, . . . , fa) has full measure, µ0(R(f1, . . . , fa)) = 1.

5.A Induced measure: Let {f1, . . . , fa} be a family of maps on the
interval, and consider the corresponding interacting map Φ(x) : Xa →
Xa. We equip with the standard measure µ0 on [0, 1].

For each pair x̄n, ȳn ∈ (Xa)n, let

P (x̄n : ȳn) ⊂ [0, 1]

be the set of regular points x ∈ R(f1, . . . , fa) satisfying Φ(x)(x̄n) = ȳn.

Definition 5.1 Let us fix x̄n ∈ (Xa)n, and let Ȳn ∈ (Xa)n be a random
variable. The induced probability from {f1, . . . , fa} is the one on (Xa)n

given by:
Qn(x̄n : Ȳn) ≡ µ0(P (x̄n : Ȳn)).

The informative entropy was introduced by Shannon ([S]). Let us
fix x, y ∈ {1, . . . , a}. In our formulation it is by the following:

hs(x) = −Σw∈{1,...,a}Q1(x,w) log Q1(x,w).

When the probability is memoryless, then this will be the suitable
one to analyze. In our case, interacting maps usually possess memory,
and so we introduce relative version of the informative entropy. This
plays an important role when the interaction is Markov. Let:

Q((x, y)|(x′, y′)) =
Q((x′, x); (y′, y))

Q(x′, y′)

be the conditional probability.

46



The conditional entropy hc(x, x′) is given by:

hc(x, x′) = −Σ(z,w)∈{1,...,a}2

Q(x, z)Q((x′, w)|(x, z)) log Q((x′, w)|(x, z)).

Let us fix x̄n ∈ (Xa)n. The conditional entropy with respect to this
word is given by:

hc(x̄n) = − 1

n + 1
Σ(z,w)∈{1,...,a}2Σn

i=1 Q(xi−1, z)Q((xi, w)|(xi−1, z))

log Q((xi, w)|(xi−1, z))

=
1

n + 1
Σn

i=1hc(xi−1, xi).

Let x̄ ∈ Xa. The conditional entropy of x̄ is given by:

hc(x̄) = lim sup
n→∞

hc(x̄n)

where x̄n ∈ (Xa)n is the restriction of x̄.

5.A.2 Markov property: Let us choose x̄n ∈ (Xa)n.

Definition 5.2 We say that Q is Markov with respect to x̄n, if for all
ȳn ∈ (Xa)n, the following holds:

Qn((x0, . . . , xn) : (y1, . . . , yn))

= Q(x0, y0)Π
n
i=1Q((xi, yi)|(xi−1, yi−1)).

We say that Q is Markov up to n, if it is so for any x̄n. We also say
that it is Markov for x̄ ∈ Xa, if for its restrictions x̄n ∈ (Xa)n, it is so
with respect to x̄n.

Example: A continuous map f on the interval is half dividing, if the
followings hold:

f(Ii) ⊂ Ij, I1 = [0,
1

2
), I2 = (

1

2
, 1], j = j(i) ∈ {1, 2}.

Lemma 5.1 If two maps f and g are both half dividing, then the
measure Q is Markov up to infinity.
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In fact,

Q(x, y) = 1 or
1

2
, or 0, Q((x, y)|(x′, y′)) = 1 or 0

hold.

Let us consider the tent map, f |[0, 1
2 ](x) = 2x, f |[12 , 1](x) = 2− 2x,

and g(x) = −f(x) + 1 be its reverse.

Lemma 5.2 For f and g be as above, the corresponding Q is Markov
up to infinity, where the equality holds:

Qn(x̄n : ȳn) =
1

2n+1 .

Proof: Since g ◦ f = g2 and f ◦ g = f 2 hold, it follows hn ≡ dkn−1
◦

· · · ◦ dk0
= fn or gn. Thus in any case they are all PL maps with the

slopes ±2n+1. All turning values are 0 or 1.
So it is immediate to see that hn|[ k

2n+1 ,
k+1
2n+1 ] are monotone with the

range [0, 1] for k = 0, . . . , 2n+1 − 1. Then by induction, one can check
that for each pair (x̄n, ȳn), P (x̄n, ȳn) ⊂ [0, 1] is a union of ( k

2n+2 ,
k+1
2n+2 )

for some k ∈ {0, . . . , 2n+2 − 1}.
Then again by induction, one can see:

Qn+1(x̄n+1 : ȳn+1) =
1

2
Qn(x̄n, ȳn) = · · · = 1

2n+1 .

In particular Q1((x, y)|(x′, y′)) = 1
2 hold.

This completes the proof.

From the proof, it follows the following:

Corollary 5.1 Let f̃ and g̃ be sufficiently small perturbations of the
above f and g on intervals ( k

2n+1 ,
k+1
2n+1 ), k = 0, 1, . . . , 2n+1 − 1.

Then the corresponding Qn is Markov up to n.

5.B Interacting entropy: Let {f1, . . . , fa} be a family of maps, and
Qn(x̄n, ) be the induced probability with respect to the standard
measure µ0 on [0, 1].
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The interacting entropy is defined by:

hi(x̄n) = − 1

n + 1
Σȳn∈(Xa)n

Qn(x̄n, ȳn) log Qn(x̄n, ȳn).

Let x̄ ∈ Xa and x̄n ∈ (Xa)n be its restriction. Then the interacting
entropy for x̄ is given by:

hi(x̄) = lim sup
n→∞

hi(x̄n).

Example: Let f be the tent map and g be its reverse as before. Then:

(n + 1)hi(x̄n) = Σȳn∈(X2)n
2−(n+1) log 2n+1 = (n + 1) log 2.

In particular for any x̄ ∈ X2 and its restriction x̄n,

hi(x̄) = hi(x̄n) = log 2

holds.
We will often use the following general estimate. It is called the

log-sum inequality:

Lemma 5.3 Let {ai}i and {bj}j be two families by non negeative num-
bers with a = Σiai, b = Σjbj < ∞. Then the estimate holds:

Σ∞
i=0ai log

ai

bi
≥ a log

a

b
.

5.B.2 Basic properties of interacting entropy: Below we have
basic estimates and relations with other entropies.

Notice that ](Xa)n = an+1. So from the log-sum inequality, one
obtains the a priori estimate. The above example is the optimal case.

Lemma 5.4
hi(x̄n) ≤ log a.

Proof: By the log-sum inequality,

− Σȳn∈(Xa)n
Qn(x̄n, ȳn) log Qn(x̄n, ȳn)

≤ −(Σȳn∈(Xa)n
Qn(x̄n, ȳn)) log

ΣQn(x̄n, ȳn)

an+1

= log an+1 = (n + 1) log a.

This completes the proof.
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Proposition 5.1 Suppose Q is Markov up to n. Then the interacting
entropy satisfies the equality:

hi(x̄n) = hc(x̄n) +
1

n + 1
hs(x0).

Proof: By the assumption, one obtains the equalities:

−Σȳn∈(Xa)n
Qn(x̄n, ȳn) log Qn(x̄n, ȳn)

= −ΣQ(x0, y0)Π
n
i=1Q((xi, yi)|(xi−1, yi−1))

log Q(x0, y0)Π
n
i=1Q((xi, yi)|(xi−1, yi−1))

= −Σy0
Q(x0, y0) log Q(x0, y0)

− Σn
i=1Q(xi−1, yi−1)Q((xi, yi)|(xi−1, yi−1))

log Q((xi, yi)|(xi−1, yi−1))

= hs(x0) + Σn
i=1hc(xi−1, xi) = hs(x0) + (n + 1)hc(x̄n).

This completes the proof.

Corollary 5.2 Let x̄ ∈ Xa and Q be Markov with respect to x̄. Then
the equality holds:

hi(x̄) = hc(x̄).

Recall X̄({fi}i, k̄) ⊂ Xa × [0, 1] in 1.B.

Lemma 5.5
ht(X̄({fi}i, k̄)) ≥ hi(k̄)

holds.

Proof: By lemma 1.5, the estimate ht(Ȳ ({fi}i, k̄)) ≤ ht(X̄({fi}i, k̄))
holds. Thus it is enough to verify the inequality ht(Ȳ ({fi}i, k̄)) ≥
hi(k̄).

Recall Ȳ ({fi}i, k̄n) ⊂ (Xa)n and Ȳ (f, g, k̄n, l̄n) ⊂ [0, 1] in 1.B.2. It
satisfies the equality Qn(x̄n, ȳn) = µ0(Ȳ ({fi}i, x̄n, ȳn)), where µ0 is the
standard metsure on [0, 1].

By the log-sum inequality, the estimate holds:

(n + 1)hi(x̄n) = −Σȳn∈(Xa)n
Qn(x̄n, ȳn) log Qn(x̄n, ȳn)

≤ − log
1

]Ȳ ({fi}i, k̄n)
= log ]Ȳ ({fi}i, k̄n)
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Thus by letting n →∞, one obtains the desired estimate. This com-
pletes the proof.

We say that Qn is homogeneous, if

Qn(x̄n, ȳn) = C

are the same for all ȳn ∈ (Xa)n. We say that Q is homogeneous, if Qn

is so for all n = 1, 2, . . .

It follows from the above proof, the equality ht(Ȳ ({fi}i, k̄)) = hi(k̄)
holds, if and only if Qn is homogeneous.

Example: Let f be the tent map and g be its reverse. Then Qn is
homogeneous for any x̄n.

Corollary 5.3 Suppose there are no strange sequences for the family
{fi}i, and k̄ is monotone. Then the equality holds:

ht(X̄({fi}i, k̄)) = hi(k̄)

if and only if Q is homogeneous.

Proof: This follows from combination of proposition 1.2 and the above
remark. This completes the proof.

Example: Let f be the tent map and g be its reverse. Then this pair
satisfies all the conditions above. Thus the equalities hold:

ht(X̄(f, g, k̄)) = hi(k̄) = log 2.

5.B.3 Interacting entropy for the iteration: Let {f1, . . . , fa} be
a family of maps and Φ : [0, 1]×Xa → [0, 1]×Xa be the coresponding
interaction map.

Let us choose two integers t, n ≥ 1, and take a subset:

{ys
i }1≤s≤t

0≤i≤n ⊂ (Xa)
t
n ≡ (Xa)n × · · · × (Xa)n.

Let us fix x̄n ∈ (Xa)n and put subsets in [0, 1]:

P (x̄n, {ys
i }1≤s≤t

0≤i≤n) = {x ∈R(f1, . . . , fa) :

Φ(x)s(x̄n) = (ys
1, . . . , y

s
n), 1 ≤ s ≤ t}.
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Let µ0 be the standard measure on [0, 1]. Then the induced measure
on (Xa)

t
n is given by:

Q(x̄n; {ys
i }1≤s≤t

0≤i≤n) = µ0(P (x̄n, {ys
i }1≤s≤t

0≤i≤n)).

The interacting entropies with the intial data x̄n are defined by:

hi(x̄n, t) = −1

t
Σ{ys

i }i,s∈(Xa)t
n
Q(x̄n; {ys

i }i,s) log Q(x̄n; {ys
i }i,s),

hi(Φ; x̄n) = lim sup
t→∞

hi(x̄n, t).

Definition 5.3 The interacting entropy of the interaction map Φ is
given by:

hi(f1, . . . , fa) = lim sup
n→∞

Σx̄n∈(Xa)n
a−(n+1)hi(Φ; x̄n).

Example: Let f be the tent map and g be its reverse. Then:

Q(x̄n, {ys
i }i,s) =

1

2n+t

hold for all x̄n and t. Thus

hi(x̄n, t) = (n + t) log 2, hi(Φ; x̄n) = log 2.

hold respectively. In particular the interacting entropy for {f, g} is
obtained as:

hi(f, g) = Σx̄n∈(X2)n

1

2n+1 log 2 = log 2.

We have the basic inequality:

Theorem 5.1 The topological entropy is larger than the interacting
entropy:

hi(f1, . . . , fa) ≤ ht(f1, . . . , fa).

Proof: Let Φ : [0, 1]×Xa → [0, 1]×Xa be the interacting map, and de-
note its orbit spaces by L({fi}a

i=1)(k̄) = ∪x∈R({fi}i)Ψ(x)(k̄) ⊂ XN
a and

L({fi}a
i=1) = ∪k̄∈Xa

L({fi}a
i=1)(k̄). By proposition 1.1, the topological

entropy ht(Φ) is equal to the one of its orbit space ht(L({fi}a
i=1)).
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For positive integers n, t ≥ 0, let us put the projections:

π̄n,t : XN
a → (Xa)

t+1
n , {as

i}i,s∈N → {as
i}0≤s≤t

0≤i≤n.

Notice the inclusion:

{(x̄n; {ys
i }i=n,s=t

i=0,s=1) : Q(x̄n; {ys
i }i,s) 6= 0} ⊂ πn,t(L({fi}a

i=1)(x̄n)).

Since Σ{ys
i }i,s

Q(x̄n; {ys
i }i,s) = 1 holds, it follows by the log-sum in-

equality (lemma 5.3), one obtains the estimate:

− Σ{ys
i }i,s

Q(x̄n; {ys
i }i,s) log Q(x̄n; {ys

i }i,s)

≤ − log
1

]πn,t(L({fi}a
i=1)(x̄n))

= log ]πn,t(L({fi}a
i=1)(x̄n)).

By concavity of log x, one obtains the estimate:

Σx̄n∈(Xa)n

1

an+1 log ]πn,t(L({fi}a
i=1)(x̄n)) ≤ log

1

an+1 ]πn,t(L({fi}a
i=1)).

Thus by dividing by 1
t+1 on the both sides, and letting firstly t →∞

and then n →∞, one obtains the desired estimate.
This completes the proof.

For the above case {f, g} where f is the tent map and g be its
reverse, the equality holds hi(f, g) = ht(f, g).

5.B.4 Compression and interacting entropy: Let us take a family
of maps {f1, . . . , fa} and C = {g1, . . . , gt} be a compressed family with
ϕ0 : (Xa)m → {1, . . . , t}.

Let J(C) ⊂ R(f1, . . . , fa) be the set of compressible points (4.B).
Suppose J(C) has positive measure, and let us equip with the no-

malized measure µ′0 = 1
|J(C)|µ0 on J(C) so that µ′0(J(C)) = 1. Corre-

spondingly let Q(x̄n, Ȳn) be the induced measure on (Xa)n with respect
to (J(C), µ′0).

Theorem 5.2 Let n + 1 = (l + 1)(m + 1). Then the interacting en-
tropies with respect to µ′0 satisfy the inequality:

(n + 1)hi(x̄n;{fi}i; µ
′
0)

≤ (l + 1)hi(ϕ(x̄n); {gi}i; µ
′
0) + sup

ȳl∈(Xt)l

log ]ϕ−1(ȳl).
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Proof: By definition, the interacting entropy is given by:

(n + 1)hi(x̄n) = −Σȳn∈(Xa)n
Qn(x̄n, ȳn) log Qn(x̄n, ȳn).

By commutativity of the diagram, one obtains the equality:

Q(ϕ(x̄n), ȳl) = Σz̄n∈ϕ−1(ȳl)Q(x̄n, z̄n).

So by the log-sum inequality, one obtains the estimates:

−Σz̄n
Q(x̄n, z̄n) log Q(x̄n, z̄n) ≤ −Q(ϕ(x̄n), ȳl) log

Q(ϕ(x̄n), ȳl)

|ϕ−1(ȳl)| .

By summing both sides with respect to ȳl, one obtains the desired
estimate.

Example: Let f1 be the tent map and f2 be its reverse. Then in 4.B,
one has obtained a compression C from {f1, f2} to {g1, g2} with m = 1.
In that case J(C) = R(f1, f2) = [0, 1]\{ k

2n ; k = 1, 2, . . . , n = 1, 2, . . . },
and so µ′0 = µ0. |ϕ−1(ȳl)| = 2l+1 are all constant.

hi(x̄n; {fi}i) = log 2, hi(ϕ(x̄n); {gi}i) = log 2, and so in this case the
equality holds (n + 1)hi(x̄n; {fi}i) = (l + 1)(hi(ϕ(x̄n); {gi}i) + log 2).

5.C Divergence: Let {f1, . . . , fa} be a family of maps, and Q be the
corresponding measure.

Definition 5.4 x̄n is memoryless in time, if the two step probability:

Q((xi−1, xi), (y2, y1)) ≡ Q(y2, y1)

is independent of choice of (xi−1, xi), i = 1, . . . , n.

Lemma 5.6 If Q is memoryless in time, then both one step proba-
bility Q(xi, y) ≡ Q(y) and the conditional one Q((xi, y1)|(xi−1, y2)) ≡
Q(y1|y2) are also independent of i respectively.

Proof: By summing up with y2 on both sides of Q((xi−1, xi), (y2, y1)) ≡
Q(y2, y1), one can see that Q(xi, y1) ≡ Q(y1) does not depend on xi−1.

Then from the formula Q((xi, y1)|(xi−1, y2)) = Q(y2, y1)/Q(y2), the
result follows. This completes the proof.
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Recall that for interaction maps Φ(x)t(k̄) = {kt
n}n,t, there are two

directions. One is n-direction and the other is t-one, time direction.
When Q is memoryless in time, and Markov with respect to x̄ ∈
Xa, then by the above lemma, the conditional entropy hc(xi−1, xi) is
independent of choice of i.

Lemma 5.7 Suppose Q is memoryless in time and Markov with re-
spect to x̄. Then the equalities hold:

hc(xi−1, xi) = hc(x̄) = hi(x̄)

for any i = 1, 2, . . .

Proof: By definition, (n + 1)hc(x̄n) = Σn
i=1hc(xi−1, xi) = nhc(xi−1, xi).

So letting n → ∞, the first equality holds. The second is corollary
5.2. This completes the proof.

When Q is memoryless in time and Markov with respect to x̄, then
we will denote:

h∗(Q) ≡ h∗(xi−1, xi), ∗ = s, c, i.

For any word ȳn = y0y1 . . . yn−1 ∈ (Xa)n and m ≤ n, we denote its
prefixes as x̄m = y0 . . . ym.

Let us put the cardinarities by:

N(b|ȳn) = ]{i; yi = b; i = 0, . . . , n− 1}
and put the set of the succesive pairs of elements by:

S(ȳn) = {(yi−1, yi)}n
i=1 ⊂ X2

a .

Similarly we put the number of (z, w) ∈ {1, . . . , a}2 in S(ȳn) by:

0 ≤ N((z, w)|ȳn) ≤ n.

The type of ȳn is the conditional probability on {1, . . . , a}2:

P (w|z) =
N((z, w)|ȳn)

N(z|ȳn)
.
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We put P (z) = N(z|ȳn)
n . This gives a Markov process on(Xa)n by

Pn(ȳn) = P (y0)P (y1|y0) . . . P (yn|yn−1).
We say that two words ȳn, ȳ

′
n ∈ (Xa)n give the same type, if the

equalities hold:

N(z|ȳn) = N(z|ȳ′n), N((z, w)|ȳn) = N((z, w)|ȳ′n)
for all w, z ∈ {1, . . . , a}.

Let us fix n and a type P on {1, . . . , a}2. We put the set of words
with the same type P by:

T n(P ) ⊂ (Xa)n.

Thus for any element ȳn ∈ T n(P ), the corresponding type P (ȳn) is
equal to P .

We also put the set of types of length n by:

Pn = {P (z̄n) : z̄n ∈ (Xa)n}.
Notice the following:

Lemma 5.8 The number of the set of types of length n, ]Pn grows
polynomially with respect to n.

The conditional entropy of the type P is given by:

hc(P ) = −Σ(z,w)∈{1,...,a}2P (z)P (w|z) log P (w|z).

Let us fix x, x′ ∈ {1, . . . , a} and put Q(w|z) ≡ Q((x,w)|(x′, z)).

Definition 5.5 The divergence of a type P is defined by:

D(P ||Q) = Σ(z,w)∈{1,...,a}2P (z)P (w|z) log
P (w|z)

Q(w|z)
.

Proposition 5.2 (1) If P (z|w) = Q(z|w) hold, then the divergence
vanishes D(P ||Q) = 0.

(2) D(P ||Q) ≥ 0 holds.

Proof: (1) is clear.
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For (2), notice the equalities Σw∈{1,...,a}P (w|z) = Σw∈{1,...,a}Q(w|z) =
1. Thus from the lemma 5.3, the estimate holds:

D(P ||Q) = Σz,P (z)6=0P (z)ΣwP (w|z) log
P (w|z)

Q(w|z)
≥ 0.

This compeletes the proof.

5.C.2 Measure estimates: Let us put:

Q̃n(x̄n, ȳn) =
Qn(x̄n, ȳn)

Q(x0, y0)
.

Proposition 5.3 Let P be the type of ȳn.
Suppose Q is memeryless in time, and Markov with respect to x̄n.

Then the equality holds:

Q̃n(x̄n : ȳn) = exp(−n(hc(P ) + D(P ||Q))).

Proof: By the assumption, the equalities hold:

Qn(x̄n : ȳn) = Q(x0, y0)Π
n
i=1Q((xi, yi)|(xi−1, yi−1))

= Q(y0)Π
n
i=1Q((yi|yi−1))

= Q(y0)Π(w,z)∈{1,...,a}2Q(w|z)N((z,w)|ȳn)

= Q(y0)ΠQ(w|z)nP (z)P (w|z)

= Q(y0)Π exp(nP (z)P (w|z) log Q(w|z))

= Q(y0)Π exp(−n(−P (z)P (w|z) log P (w|z)

+ P (z)P (w|z) log
P (w|z)

Q(w|z)
))

= Q(y0) exp(−n(hc(P ) + D(P ||Q))).

This completes the proof.

Corollary 5.4 (1) P̃n(ȳn) ≡ Pn(ȳn)/P (y0) = exp(−nhc(P )) holds. In
particular the estimate Pn(ȳn) ≥ 1

n exp(−nhc(P )) holds.

(2) − 1
n log Q̃n(ȳn) ≥ hc(P ) holds.

(1) follows by applying P (w|z) = Q(w|z). (2) follows from positivity
of the divergence, proposition 5.2(2).
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Let us take two types P, P ′ ∈ Pn. We say that P ′ is associated with
P , if the following holds:

P ′
n(T

n(P )) = sup
Q∈Pn

P ′
n(T

n(Q)).

P ′ may not be unique with respect to P .

Proposition 5.4 (1) For any type P ∈ Pn, the inequality holds:

|T n(P )| ≤ n exp(nhc(P )).

(2) If P ′ is associated with P , then the inequality holds:

1

Cnα
exp(n(hc(P ) + D(P ||P ′))) ≤ |T n(P )| ≤ n exp(nhc(P ))

where C, α are both universal constants.

Proof: (1) Notice the estimate Pn(ȳn) ≥ 1
nP̃n(ȳn) for any ȳn ∈ T n(P ).

Moreover for ȳn, ȳ
′
n ∈ T n(P ), one obtains the formula:

P̃n(ȳn) = ΠN((z,w)|ȳn)>0
N((z, w)|ȳn)

N(z|ȳn)

= ΠN((z,w)|ȳ′n)>0
N((z, w)|ȳ′n)

N(z|ȳ′n)
= P̃n(ȳ

′
n).

So P̃n(ȳn) are constant for any ȳn ∈ T n(P ). Thus the estimates:

1 ≥ P n(T n(P )) ≥ 1

n
|T n(P )|P̃n(ȳn) ≥ |T n(P )|1

n
exp(−nhc(P ))

hold from cor 5.4 (1).
(2)

1 = ΣQP ′
n(T

n(Q)) ≤ ΣQP ′
n(T

n(P )) ≤ CnαP ′
n(T

n(P ))

≤ CnαP̃ ′
n(T

n(P )) ≤ Cnα|T n(P )| exp(−n(hc(P ) + D(P ||P ′)))

where we used prop 5.3 and lem 5.8. This completes the proof.

Theorem 5.3 Suppose Q is memoryless in time, and Markov with
respect to x̄n.
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(1) Let P be any type. Then the inequality holds:

Q(T n(P )) ≤ n exp(−nD(P ||Q)).

(2) Suppose moreover infz∈{1,...,a}Q(z) ≥ C > 0.
If P ′ is associated with P , then the inequality holds:

C

nα
exp(−n(D(P ||Q) + D(P ||P ′)))

≤ Q(T n(P )) ≤ n exp(−nD(P ||Q)).

Proof:

Qn(T n(P )) = Σȳn∈Tn(P )Q
n(x̄n, ȳn)

= Σȳn∈Tn(P )Q1(y0) exp(−n(hc(P ) + D(P ||Q))

≤ (≥)(C)|T n(P )| exp(−n(hc(P ) + D(P ||Q)).

Thus combining with the prop 5.4, one obtains the desired result.
This completes the proof.

Let us take any x̄ ∈ Xa so that the corresponding Q is memoryless
in time and Markov with respect to x̄. Let us denote its restriction by
x̄n ∈ (Xa)n.

Let P be types of degree n. We define the minimum decay exponent
by:

mn = m(x̄n) ≡ inf
P

D(P ||Q).

Corollary 5.5 Let {f1, . . . , fa} be a family of maps, and take x̄ ∈ Xa.
Suppose Q is memoryless in time and Markov with respect to x̄. Let
hi(x̄n) be the interacting entropy.

Then there is a polynomial p such that:

hi(x̄n) ≤ p(n) exp(−nmn)

holds. In particular when mn ≥ λ > 0 satisfies a lower bound by a
positive number, then hi(x̄n) → 0.

Proof: Notice that when Q(ȳn) > 0 is positive, then the estimates
hold:

Q(x̄n, ȳn) ≥ αβn
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where α = miny Q(y) > 0 and β = miny,y′ Q(y, y′).
By the log-sum inequality,

− Σȳn∈Tn(P )Q(ȳn) log Q(ȳn) ≤ −Q(T n(P )) log
Q(T n(P ))

|T n(P )|
≤ n exp(−nmn) log(α−1β−n|T n(P )|)
≤ p′(n) exp(−nmn)

hold. Since the number of the set of types Pn is at most polynomial,
the estimate hi(x̄n) ≤ p(n) exp(−nmn) holds. Moreover when mn ≥
λ > 0 satisfies a lower bound by a positive number, then hi(x̄n) → 0.
This completes the proof.

One may expect more precise bound by use of divergences and com-
binatorics of types. Let us put:

D(P ) = sup
P ′′

D(P ||P ′′)

where P ′′ are all types.

Question: Does the estimate holds:

C

nα
exp(−n(D(P ||Q) + D(P ))) ≤ Q(T n(P ))

This will depend completely on combinatorics of types, whether there
could exist some P for each P ′ so that P ′ is associated with P .

Let us put the maximum decay exponent:

ln = l(x̄n) ≡ sup
P

D(P ||Q) + D(P ).

Conjecture: There exists a universal polynomial q of types so that the
estimate

hi(x̄n) ≤ (q(n) + n(ln + log a)) exp(−nmn)

holds.
This will follow by assuming the existence of the associated type P ′

for each P .
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5.D Stationary distribution and low of large numbers: Let Q

be an a × a probability matrix. We say that Q is ergodic, if there is
some n0 ≥ 1 so that for n0-times multiplication of the matrix Qn0, the
following positivity hold:

qn0
i,j > 0, i, j ∈ {1, . . . , a}, Qn0 = (qn0

i,j).

Let µ = (µ1, . . . , µa) be a distribution of probability. Thus each
µi ≥ 0 and Σiµi = 1 hold.

The next is well known ergodic theorem for Markov chain:

Theorem 5.4 Let us choose x̄ so that the corresponding Q is memo-
ryless in time and Markov up to infinity.

Suppose Q is ergodic. Then there is a unique distribution of proba-
bility µ0 = (µ0

1, . . . , µ
0
a) so that the followings hold:

(1) µ0Q = µ0, and
(2) limn→∞ qn

i,j = µ0
j for j = 1, . . . , a, where the convergence is of

exponential order.

We say that µ0 is the stationary distribution.

Let us choose a family of maps {f1, . . . , fa} and x̄ ∈ Xa so that
the corresponding Q is memoryless in time and Markov up to infinity.
Let Q((xi, w)|(xi−1, z)) = Q(w|z) be the conditional probability for Q,
and regard Q = {Q(w|z)}z,w∈Xa

as an a× a matrix.

Definition 5.6 Q is ergodic with respect to x̄ ∈ Xa, if it is memoryless
and Markov up to infinity and Q1 ≡ (Q(1), . . . , Q(a)) is the stationary
distribution.

Example: Let f and g be tent map and its reverse correspondingly.
Then Q = (1

2) which is ergodic, and the stationary distribution is given
by µ0 = (1

2 ,
1
2) = (Q(1), Q(2)).

Now we have the low of large numbers obtained by Kolmogorov:

Theorem 5.5 Suppose Q is ergodic with respect to x̄. Then for any
positive ε > 0 and w, z ∈ {1, . . . , a},

Pr {|N((z, w)|ȳn)

n
−Q(z)Q((w|z))| > ε} → 0
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as n →∞.

Remark 5.1: Let us put:

Q(x̄n : (y0, yn)) ≡ Σy1,...,yn−1∈{1,...,a}Q(x̄n : (y0, y1, . . . , yn)).

For non Markov case, still one can define a notion of ergodicity, by
requiring that for x̄ ∈ Xa and its restrictions x̄n,

lim
n→∞Q(x̄n : (b, a)) = Q(a)

converges exponentially which is independent of choice of b. In this
case also one may expect to hold low of large numbers type statement.

5.D.2 Neighbourhoolds of the standard measure: Let us take
a famliy of maps {f1, . . . , fa}, and choose x̄ so that the corresponding
Q is memoryless in time and Markov up to infinity.

We say that ȳn is ε-typical, if for any pair (z, w) with Q(w|z) 6= 0,
the inequalities:

|N((z, w)|(x̄n, ȳn))− nQ(z)Q(w|z)| ≤ εnQ(z)Q(w|z)

log a

hold. We denote the set of ε-typical words by:

T n
ε (Q) ⊂ (Xa)n.

In the memoryless in time case, the conditional entropy hc(x1, x2)
does not depend on (x1, x2) ∈ {1, . . . a}2, and so we have denoted it
as hc(Q) (5.C).

Proposition 5.5 (1) For any ȳn ∈ T n
ε (Q), the inequality holds:

|1
n

log Q(x̄n, ȳn) + hc(Q)| ≤ ε′ =
2εhc(Q)

log a

for all large n = n(ε).
(2) If Q is ergodic, then for any small λ > 0, the estimates:

Pr (Y n ∈ T n
ε (Q)) ≥ 1− λ
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holds for all large n = n(λ).
(3) Under the assumption, the inequalities hold:

(1− λ) exp(n(hc(Q)− ε)) ≤ |T n
ε (Q)| ≤ exp(n(hc(Q) + ε)).

Proof: (1) The estimates hold:

|1
n

log Q(x̄n, ȳn) + hc(Q)| ≤ −1

n
log Q(x1, y1)

+ |Σ(z,w)
N((z, w)|ȳn)

n
log Q(w|z)− Σ(z,w)Q(z)Q(w|z) log Q(w|z)|

≤ |Σ(z,w){
N((z, w)|ȳn)

n
−Q(z)Q(w|z)} log Q(w|z)|+ C

n

≤ Σ(z,w) −
εQ(z)Q(w|z) log Q(z, w)

log a
+

C

n

=
εhc(Q)

log a
+

C

n
≤ ε.

(2) By theorem 5.4 (1) and the definition of ergodicity, Q(z) 6= 0
for all z. Then by the assumption and theorem 5.4,

Pr (Ȳn ∈ T n
ε (Q)c) ≤ Σ(z,w) Pr {|N((z, w)|ȳn)− nQ(z)Q(w|z)|

>
εnQ(z)Q(z, w)

log a
)} → 0

as n →∞. So (2) follows.
(3) Since the inequalities hold:

1 = Σȳn
Q(ȳn) ≥ Σȳn∈Tn

ε (Q)Q(ȳn) ≥ |T n
ε (Q)| exp(−n(hc(Q) + ε))

one obtains the estimate:

|T n
ε (Q)| ≤ exp(n(hc(Q) + ε)).

Conversely, one obtains the another estimate:

(1− λ) ≤ Σȳn∈Tn
ε (Q)Q(ȳn) ≤ |T n

ε (Q)| exp(−n(hc(Q)− ε))

where we have applied (2) above. Thus one obtains the desired result.
This completes the proof.
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5.E Complexity: Let X0
a = {x0 . . . , xk; xi ∈ {1, . . . , a}, k = 1, 2, . . . }

be all the set of words of finite length.
Let us decompose any word x̄n = x0 . . . xn ∈ (Xa)n into mutually

different subwords as:
x̄n = x̄1x̄2 . . . x̄s

where x̄i, x̄j ∈ X0
a are mutually different.

The largest numger s is called the Lempel-Ziv complexity (LV com-
plexity):

c(x̄n) = sup{s : x̄n = x̄1x̄2 . . . x̄s; x̄i 6= x̄j, i 6= j}.
For example, for x̄4 = 0010 = (00)(1)(0) and c(0010) = 3.
The following estimate is known:

Lemma 5.9 (LZ) There are constants εn → 0 so that the inequalities
hold: √

2(n + 1)− 1.5 < c(x̄n) <
n + 1

(1− εn+1) loga(n + 1)
.

Let x̄n = x̄1x̄2 . . . x̄c be a decomposition. Then correspondingly
one defines a family of numbers cl,s as the number of j such that
|x̄j

nj−1+1| = l and x̄j−1
nj−1

ends with s ∈ {1, . . . , a}.
So Σl,scl,s = c and Σl,slcl,s = n hold.

Lemma 5.10 (Ziv’s inequality) Let us choose x̄n so that the cor-
responding Q is memoryless in time and Markov up to n. Let us de-
compose any ȳn into mutually disjoint subwords. Then the inequalities
hold:

log Q(x̄n, ȳn) ≤ −Σl,scl,s log cl,s.

Theorem 5.6 (LZ) Let us choose x̄ so that the corresponding Q is
memoryless and Markov. Then ther is a bound by the interacting
entropy:

lim sup
n→∞

EQ(
c(x̄n, Ȳn) log c(x̄n, Ȳn)

n
) ≤ hi(x̄).
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Proof: For convenience we give an outline of the proof.
By the Ziv’s inequality,

log Q(x̄n, ȳn) ≤ −c log c− cΣl,s
cl,s

c
log

cl,s

c

hold. Thus:

−1

n
log Q(x̄n, ȳn) ≥ c log c

n
− c

n
Σl,s

cl,s

c
log

cl,s

c

holds. Using lemma 5.9, one can verify the second term converges to
zero as n →∞. So:

−1

n
log Q(x̄n, ȳn) ≥ c log c

n
+ δ(n) ≥ c log c

n
− δ(n)

where δ(n) → 0 as n →∞.
By taking the expectation of the both sides, one obtains:

1

n
E(c(x̄n, Ȳn) log c(x̄n, Ȳn)) ≤ hi(x̄n, Ȳn) + δ(n)

holds. Thus letting n →∞, one obtains the desired estimate.
This completes the proof.

6 Codings

6.A Coding: A coding is a reverse operation to contraction. Below we
will define a regular coding from {gj}j to {fi}i given by a contraction
from {fi}i to {gj}j.

We denote by X0
t the set of all words of finite length by {1, . . . , t}.

Let {fi}t
i=1 be a family of maps on the interval, and E ⊂ X0

t be a
finite subset. An inhomogeneous contraction is a possibly multi-valued
surjection:

ψ0 : E ⊂ X0
t → (Xa)n.

A coding ϕ0 : (Xa)n → E ⊂ X0
t is given by a map ϕ0 = ψ−1

0 for an
injective multi-valued inhomogeneous contraction ψ0.

A coding induces a continuous map:

ϕ : Xa → Xt.
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ϕ0 is called regular if ϕ is an isomorphism.

Definition 6.1 A regular coding ϕ0 from {gj}a
j=1 to {fi}t

i=1 is given by
ϕ0 = ψ−1

0 , where {gj}j is obtained from {fi}i by the regular contraction
ψ0 : E ∼= (Xa)n.

Example: Let f be f |[0, 1
2 ](x) = −x + 1 and f |[12 , 1](x) = x, g(x) =

−x + 1 and h(x) = −f(x) + 1. Then one has the equalities:

gf = h, fg = f, g2 = id.

Thus one obtains a contraction from {f, g} to {f, h, id} as:

ψ0 : {1 → 1, (1, 2) → 2, (2, 2) → 3}.
It is a regular contraction, and so ϕ0 = ψ−1

0 gives a regular coding
from {f, h, id} to {f, g}.

Let ϕ0 be a regular coding.

Theorem 6.1 (Kraft’s inequality) A regular coding ϕ0 : (Xa)n →
E ⊂ X0

t satisfies the inequality:

Σx̄n∈(Xa)n
t−|ϕ0(x̄n)| ≤ 1

where |ϕ0(x̄n)| is the length of the word.

Example: Let a be a power of 2 and consider a map ϕ0 : {1, . . . , a} →
X0

2 . For simplicity suppose a = 2. One can naturally associate
0 → (0, 0), 1 → (0, 1), 2 → (1, 0), 3 → (1, 1). This assignment has
a canonical extension to the general case of a. They are all regular.

Definition 6.2 Let {f0, . . . , fa−1} be a family of maps with the inter-
action map Φ({fi}i) : [0, 1]×Xa → [0, 1]×Xa.

A commutative coding at x ∈ [0, 1] consistes of a coding ϕ0 : (Xa)n →
X0

t from {gi}i to {fj}j so that the following is a commutative coding:

Xa
ϕ−→ Xt

Φ({gi}i)(x) ↓ Φ({fj}j)(x) ↓
Xa

ϕ−→ Xt
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We denote the set of the commuting points above by I ⊂ [0, 1].

Example: Let f1 be the tent map and f2 be its reverse. Let us put
g1 = f1f2 and g2 = f2f1. Then ϕ0 : {1 → (2, 1), 2 → (1, 2)} is a regular
and commutative coding on I = R(f1, f2) = [0, 1]\{ k

2n ; k, n = 1, 2, . . . }
(4.B).

6.B The average code length: Let ϕ0 : (Xa)n → E ⊂ X0
t be a

coding.
We will estimate the average code length of ϕ0 by the interacting

entropy. Let n + 1 = |ȳn| be the length of the word.

Definition 6.3 Let x̄ ∈ Xa, x̄n ∈ (Xa)n be its restriction, and Q be
the corresponding measure. The average code length is given by:

n̄(ϕ0, x̄n) =
1

n + 1
Σȳ∈(Xa)n

Q(x̄n, ȳn)|ϕ0(ȳn)|,
n̄(ϕ0, x̄) = lim sup

n→∞
n̄(ϕ0, x̄n).

Proposition 6.1 Suppose a coding ϕ0 is regular. Then the average
coding length has a bound from below by the interacting entropy:

n̄(ϕ0, x̄n) log t ≥ hi(x̄n).

Proof: Since a regular coding satisfies the Kraft’s inequality, it follows:

0 ≤ − log Σt−|ϕ0(ȳn)| = Σȳn∈(Xa)n
Q(x̄n, ȳn) log

Σȳn∈(Xa)n
Q(x̄n, ȳn)

Σt−|ϕ0(ȳn)|

≤ Σȳn∈(Xa)n
Q(x̄n, ȳn) log

Q(x̄n, ȳn)

t−|ϕ0(ȳn)|
= Σȳn∈(Xa)n

Q(x̄n, ȳn) log Q(x̄n, ȳn) + log tΣȳn∈(Xa)n
Q(x̄n, ȳn)|ϕ0(ȳn)|

= −(n + 1)hi(x̄n) + (n + 1)n̄(ϕ0, x̄n) log t.

This completes the proof.

In particular one has the estimates:

n̄(ϕ0, x̄) log t ≥ hc(x̄) = hi(x̄).
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Shannon constructed an algorithm of regular codings which satisfy
small avarage code lengths. In our setting, it may depend on the initial
data x̄n:

Theorem 6.2 (S) There exists a regular coding ϕ0 : (Xa)n → X0
t

which may depend on x̄n so that the following inequalities hold:

hi(x̄n) ≤ n̄(ϕ0, x̄n) log t ≤ hi(x̄n) + log t.

6.C Undecodability: Let ϕ0 : (Xa)n → (Xt)m be a coding. The
rational number:

R =
m

n
is called the coding rate.

Theorem 6.3 Let us choose x̄ ∈ Xa so that the corresponding Q is
ergodic.

If a coding ϕ0 : (Xa)n → (Xt)m satisfies the inequality:

R log t < hi(x̄)

then for any other map ψ0 : (Xt)m → (Xa)n, λ > 0 and for all large
n, the estimate:

Pe ≡ Pr (ψ ◦ ϕ(Ȳn) 6= Ȳn) ≥ 1− λ

holds.

Proof: By lemma 5.7, the equalities hc(Q) = hc(x̄) = hi(x̄) hold.
Let us put C = {ȳn : ψ ◦ ϕ(ȳn) = ȳn)} ⊂ (Xa)n. One can choose

a positive 0 < λ and δ > 0 so that the inequalities λ < δ < hc(Q) −
R log t hold. Since ϕ is an injection on C, the estimates hold:

|C| ≤ tm = exp(m log t) < exp(n(hc(Q)− δ)).

Recall T n
ε (Q) in 5.D.2.

By the assumption and proposition 5.5, for any small λ > 0, there
is ε > 0 so that the estimates:

Pr (Y n ∈ T n
ε (Q)) ≥ 1− λ,

|1
n

log Q(x̄n, ȳn) + hc(Q)| ≤ λ, ȳn ∈ T n
ε (Q).

68



holds for all large n = n(λ).
Thus the inequalities hold:

1− Pe = Pr (Ȳn ∈ C)

= Pr (Ȳn ∈ C ∩ T n
ε (Q)c) + Pr (Ȳn ∈ C ∩ T n

ε (Q))

≤ λ + |C ∩ T n
ε (Q)| sup

ȳn∈Tn
ε (Q)

Q(x̄n, ȳn)

≤ λ + exp(n(hc(Q)− δ)) exp(−n(hc(Q)− λ))

= λ + exp(−(δ − λ)n) ≤ 2λ.

This completes the proof.

Example: Let f1 be the tent map and f2 be its reverse. In 4.B, one
has obtained a compression C : {f1, f2} → {g1, g2}. This is a critical
case in the sense that the equality holds:

R log 2 = log 2 = hi(x̄) = log 2.

In fact this coding is invertible.

7 Interacting bonds

In [K4], we have constructed dynamics of weighted graphs from a
family of maps. Here by using algebraic structures of interaction like
contraction, we will construct multi graphs which is given by an inclu-
sion of a pair of graphs. We would interpret it as a state of interact-
ing molecules, where each component of the smaller graph will be a
molecule by covalent bond, and larger one will represent an interacting
state of them by hydrogen bond.

7.B Interaction graphs: Let f, g : [0, 1] → [0, 1] be two interval
maps and Φ(x, f, g) : X2 → X2 be the interaction map. Let us choose
another map d : [0, 1] → [0, 1].

Suppose for a point z ∈ [0, 1] and some k̄ ∈ X2, the following
equality holds:

Φ(x, f, g)(k̄) = π((d(z), d2(z), . . . )) ≡ (π(d(z)), π(d2(z)), . . . ).
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Then we express this by a marked oriented edge as:

(f, x)
(g,k̄)−→ (d, z).

Let us choose families of maps {f0, . . . , fk} and points {x0, . . . , xl}.
For each (i, j, x) ∈ {0, . . . , k}2 × {x0, . . . , xl}, let us assign an element
k̄(i, j, x) ∈ X2. By this way we have chosen a family of elements
{k̄(i, j, xh)}i,j=k,h=l

i,j,h=0 ⊂ X2. Then we put two sets:

V = {(fi, xj) : 0 ≤ i ≤ k, 0 ≤ j ≤ l} (the set of vertices),

E = {ei,j,k : (fi, xh)
(fj ,k̄(i,j,xh))−→ (fk, xv) :} (the set of edges).

The interaction graph is a marked oriented graph, where the set of
vertices V and edges E are given as above. We denote it by:

G({fi}k
i ; {xj}l

j; {k̄(i, j, xh)}i,j=k,h=l
i,j,h=0 )

7.B.2 Multi interaction graphs: Let us fix a triple of families,
{x0, . . . , xl}, {k̄(i, j, xh)}i,j=k,h=l

i,j,h=0 and {l̄(i, j, xh)}i,j=k,h=l
i,j,h=0 Suppose that

for each pair (fi, fj), a compression:

{fi, fj} → {gi, gj}, ϕ : X2 → X2

is assigned.
Let us have two different sets:

Eh = {ei,j,k : (fi, xh)
(fj ,k̄(i,j,xh))−→ (fk, xv)} (the set of weak edges),

Ec = {ei,j,k : (fi, xh)
(fj ,k̄(i,j,xh))−→ (fk, xv), (gi, xh)

(gj ,l̄(i,j,xh))−→ (gk, xv)}
(the set of strong edges).

The set of vertices V = {(fi, xj) : 0 ≤ i ≤ k, 0 ≤ j ≤ l} are the same
as before.

Definition 7.1 The bi-interaction graph is a pair of the weighted graphs:

G({fi}i; {gi}i) ≡ (Gc ⊂ Gh)

where the set of edges are Ec and Eh for Gc and Gh respectively. The
set of vertices are both the same V above.
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We will say that Gc is the c-graph, and Gh is the h-graph.

Proposition 7.1 Suppose all xh are compressible points. If one chooses
l̄(i, j, xh) = ϕ(k̄(i, j, xh)), then the c-graph and h-graph coincide each
other:

Gc = Gh.

Notice that the bi-interaction graphs are determined by the ini-
tial values {k̄(i, j, xh)}i,j=k,h=l

i,j,h=0 and {l̄(i, j, xh)}i,j=k,h=l
i,j,h=0 . We will denote

the set of bi-interaction graphs arising from the families {f0, . . . , fk},
{g1, . . . , gk} and {x0, . . . , xl} by:

G({fi}i, {gi}i; {xj}l
j=0).

Let us put:

Bk,l
2 ≡ X

2((k+1)2+l+1)
2 = X2 ×X2 × · · · ×X2.

Then the family of the interaction map gives a continuous map:

Φ : Bk,l
2 → Bk,l

2

where:

Φ({k̄(i, j, x)}, {l̄(i, j, x)}) = ({k̄′(i, j, x)}, {l̄′(i, j, x)}),
k̄′(i, j, x) ≡ Φ(fi, fj, x)(k̄(i, j, x)),

l̄′(i, j, x) ≡ Φ(gi, gj, x)(l̄(i, j, x)).

This induces a dynamics on the set of the bi-interaction graphs as:

Φ∗ : G({fi}k
i=0, {gi}i; {xj}l

j=0) → G({fi}k
i=0, {gi}i; {xj}l

j=0)

by

Φ∗(G({fi}k
i ,{gi}i; {xj}l

j; {k̄(i, j, xh)}, {l̄(i, j, xh}))
= G({fi}k

i , {gi}i; {xj}l
j; Φ({k̄(i, j, xh)}, {l̄(i, j, x)})).

Let us choose an infinite set of points {xj}∞j=0, and equip with a
topology on:

G({fi}k
i=0, {gi}i; {xj}∞j=0) = ∪lG({fi}k

i=0, {gi}i; {xj}l
j=0)
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induced from its finite subsets. Now one obtains the topological entropy
of the interaction graphs by:

ht(Φ∗; G({fi}k
i=0, {gi}i; {xj}∞j=0)).

One can choose a canonically l̄(i, j, xh) = ϕ(k̄(i, j, xh)). Thus one
obtains a sequence of the bi-interaction graphs as:

((Gc
0, G

h
0), (G

c
1, G

h
1), . . . ),

(Gc
i , G

h
i ) = G({fi}k

i , {gi}i; {xj}l
j;

Φi(({k̄(i, j, xh)}, {ϕ(k̄(i, j, xh))})i,j=k,h=l
i,j,h=0 ))).

This gives the dynamics of the interaction graphs.
Suppose all xh are compressible points. Then the equalities hold:

Gc
i = Gh

i , i = 0, 1, . . .

Thus the above sequence gives a dynamics of the single interaction
graphs.
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