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KOBAYASHI-HITCHIN CORRESPONDENCE FOR
TAME HARMONIC BUNDLES

AND AN APPLICATION

Takuro Mochizuki

Abstract. —
We establish the correspondence between tame harmonic bundles and μL-stable

parabolic Higgs bundles with trivial characteristic numbers. We also show the
Bogomolov-Gieseker type inequality for μL-stable parabolic Higgs bundles.

Then we show that any local system on a smooth quasi projective variety can be
deformed to a variation of polarized Hodge structure. As a consequence, we can con-
clude that some kind of discrete groups cannot be a split quotient of the fundamental
group of a smooth quasi projective variety.
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CHAPTER 1

INTRODUCTION

1.1. Background

1.1.1. Kobayashi-Hitchin correspondence. — We briefly recall some aspects
of the so-called Kobayashi-Hitchin correspondence. (See the introduction of [32] for
more about the history.) In 1960’s, M. S. Narasimhan and C. S. Seshadri proved the
correspondence between irreducible flat unitary bundles and stable vector bundles
with degree 0, on a compact Riemann surface ([41]). Clearly, it was desired to extend
their result to the higher dimensional case and the non-flat case.

In early 1980’s, S. Kobayashi introduced the Einstein-Hermitian condition for holo-
morphic bundles on Kahler manifolds ([24], [25]). He and M. Lübke ([31]) proved
that the existence of Einstein-Hermitian metric implies the polystability of the under-
lying holomorphic bundle. S. K. Donaldson pioneered the way for the inverse problem
([9] and [10]). He attributed the problem to Kobayashi and N. Hitchin. The definitive
result was given by K. Uhlenbeck-S. T. Yau and Donaldson ([57] and [11]). We also
remark that V. Mehta and A. Ramanathan ([35]) proved the correspondence in the
case where the Chern class is trivial, i.e., the correspondence of flat unitary bundles
and stable vector bundles with trivial Chern classes.

On the other hand, it was quite fruitful to consider the correspondences for vector
bundles with some additional structures like Higgs fields, which was initiated by
Hitchin ([17]). He studied the Higgs bundles on a compact Riemann surface and the
moduli spaces. His work has influenced various fields of mathematics. It involves a lot
of subjects and ideas, and one of his results is the correspondence of the stability and
the existence of Hermitian-Einstein metrics for Higgs bundles on a compact Riemann
surface.

1.1.2. A part of C. Simpson’s work. — C. Simpson studied the Higgs bundles
over higher dimensional complex manifolds, influenced by Hitchin, but motivated by
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his own subject: Variation of Polarized Hodge Structure. He made great innovations
in various areas of algebraic geometry. Here, we recall just a part of his huge work.

Let X be a smooth projective variety over the complex number field, and E be an
algebraic vector bundle on X . Let (E, θ) be a Higgs bundle, i.e., θ is a holomorphic
section of End(E) ⊗ Ω1,0

X satisfying θ2 = 0. The “stability” and the “Hermitian
Einstein metric” are naturally defined for Higgs bundles, and Simpson proved that
there exists a Hermitian-Einstein metric if and only if it is polystable. In the special
case where the Chern class of the vector bundle is trivial, the Hermitian-Einstein
metric gives the pluri-harmonic metric. Together with the result of K. Corlette who
is also a great progenitor of the study of harmonic bundles ([4]), Simpson obtained
the Trinity on a smooth projective variety:

(1)

Algebraic Geometry

polystable Higgs bundle

(trivial Chern class)

↔ Differential Geometry

harmonic bundle
↔

Topology

semisimple

local system

If (E, θ) is a stable Higgs bundle, then (E,α·θ) is also a stable Higgs bundle. Hence
we obtain the family of stable Higgs bundles

{
(E,α · θ) ∣∣α ∈ C∗}. Correspondingly,

we obtain the family of flat bundles
{
Lα

∣∣α ∈ C∗}. Simpson showed that we obtain
the variation of polarized Hodge structure as a limit limα→0 Lα. In particular, it can
be concluded that any flat bundle can be deformed to a variation of polarized Hodge
structure. As one of the applications, Simpson obtained the following remarkable
result ([47]):

Theorem 1.1 (Simpson). — Let Γ be a rigid discrete subgroup of a real algebraic
group which is not of Hodge type. Then Γ cannot be a split quotient of the fundamental
group of a smooth projective variety.

There are classical known results on the rigidity of subgroups of Lie groups. The
examples of rigid discrete subgroups can be found in 4.7.1–4.7.4 in the 53 page of
[47]. The classification of real algebraic group of Hodge type was done by Simpson.
The examples of real algebraic group which is not of Hodge type can be found in the
50 page of [47]. As a corollary, he obtained the following.

Corollary 1.2. — SL(n,Z) (n ≥ 3) cannot be a split quotient of the fundamental
group of a smooth projective variety.

1.2. Our main purpose

1.2.1. Kobayashi-Hitchin correspondence for parabolic Higgs bundles. —
It is an important and challenging problem to generalize the correspondence (1) to the
quasi projective case from the projective case. As for the correspondence of harmonic
bundles and semisimple local systems, an excellent result was obtained by J. Jost-K.
Zuo [23], which says there exists a tame pluri-harmonic metric on any semisimple
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local system over a quasi projective variety. The metric is called the Jost-Zuo metric.
(See also [39] for a minor refinement, and see Theorem 12.24 and Corollary 12.25 in
this paper.)

In this paper, we restrict ourselves to the correspondence between Higgs bundles
and harmonic bundles on a quasi projective variety Y . More precisely, we should
consider not Higgs bundles on Y but parabolic Higgs bundles on (X,D), where (X,D)
is a pair of a smooth projective variety and a normal crossing divisor such that
Y = X −D. Such a generalization has been studied by several people. In the non-
Higgs case, J. Li [29] and B. Steer-A. Wren [55] established the correspondence. In
the Higgs case, Simpson established the correspondence in the one dimensional case
[46], and O. Biquard established it in the case where D is smooth [3].

Remark 1.3. — Their results also include the correspondence in the non-flat case.

For applications, however, it is desired that the correspondence for parabolic Higgs
bundles should be given in the case where D is not necessarily smooth, which we
would like to discuss in this paper.

We explain our result more precisely. Let X be a smooth projective variety over
the complex number field provided an ample line bundle L. Let D be a simple
normal crossing divisor of X . The main purpose of this paper is to establish the cor-
respondence between tame harmonic bundles and μL-parabolic Higgs bundles whose
characteristic numbers vanish. (See the section 3 for the meaning of the words.)

Theorem 1.4 (Proposition 5.1–5.3, and Theorem 10.2)
Let

(
E∗, θ

)
be a regular filtered Higgs bundle on (X,D), and we put E := E|X−D.

It is μL-polystable with par-degL(E∗) =
∫
X par-ch2,L(E∗) = 0, if and only if there

exists a pluri-harmonic metric h of (E, θ) on X−D which is adapted to the parabolic
structure. Such a metric is unique up to an obvious ambiguity.

Remark 1.5. — Regular Higgs bundles and parabolic Higgs bundles are equivalent.
See the section 3.

Remark 1.6. — More precisely on the existence result, we will show the existence
of the adapted pluri-harmonic metric for μL-stable regular filetered Higgs bundle on
(X,D) “in codimension two” with trivial characteristic numbers. (See the subsection
3.1.4 for the definition.) Then, due to our previous result in [38], it is regular filtered
Higgs bundle on (X,D), in fact. But the reader does not have to care about it.

We are mainly interested in the μL-stable parabolic Higgs bundles whose charac-
teristic numbers vanish. But we also obtain the following theorem on more general
μL-stable parabolic Higgs bundles.

Theorem 1.7 (Bogomolov-Gieseker inequality, Theorem 6.10)
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Let X be a smooth projective variety of an arbitrary dimension, and D be a simple
normal crossing divisor. Let L be an ample line bundle on X. Let (E∗, θ) be a
μL-stable regular Higgs bundle in codimension two on (X,D). Then the following
inequality holds: ∫

X

par-ch2,L(E∗) −
∫
X

par-c2
1,L(E∗)

2 rankE
≤ 0.

1.2.2. Strategy for the proof of Bogomolov-Gieseker inequality. — We
would like to explain our strategy for the proof of the main theorems. First we
describe an outline for Bogomolov-Gieseker inequality (Theorem 1.7), which is much
easier. Essentially, it consists of the following two parts.

(1) The correspondence in the graded semisimple case :
We establish the Kobayashi-Hitchin correspondence for graded semisimple Higgs
bundles. In particular, we obtain the Bogomolov-Gieseker inequality in this case.

(2) Perturbation of the parabolic structure and taking the limit :
Let (cE,F , θ) be a given c-parabolic μL-stable Higgs bundle, which is not neces-
sarily graded semisimple. For any small positive number ε, we take a perturba-
tion F (ε) of F such that (cE,F

(ε), θ) is a graded semisimple μL-stable parabolic
Higgs bundle. Then the Bogomolov-Gieseker inequality holds for (cE,F

(ε), θ).
By taking a limit for ε −→ 0, we obtain the Bogomolov-Gieseker inequality for
the given (cE,F , θ).

Let us describe for more detail.
(1) In [47], Simpson constructed a Hermitian-Einstein metric for Higgs bundle by
the following process:

(i) : Take an appropriate initial metric.
(ii) : Deform it along the heat equation.
(iii) : Take a limit, and then we obtain the Hermitian-Einstein metric.

If the base space is compact, the steps (ii) and (iii) are the main issues, and the step
(i) is trivial. Actually, Simpson also discussed the non-compact case, and he showed
the existence of a Hermitian-Einstein metric if we can take an initial metric satisfying
some good conditions. (See the section 2.2 for more precise statements.) So, for a μL-
stable c-parabolic Higgs bundle (cE,F , θ) on (X,D), where X is a smooth projective
surface and D is a simple normal crossing divisor, ideally, we would like to take an
initial metric of E := cE|X−D adapted to the parabolic structure. But, it is rather
difficult, and the author is not sure whether such a good metric can always be taken
for any parabolic Higgs bundles. It seems one of the main obstacles to establish the
Kobayashi-Hitchin correspondence for parabolic Higgs bundles.

However, we can easily take such a good initial metric, if we assume the vanishing of
the nilpotent part of the residues of the Higgs field on the graduation of the parabolic
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filtration. Such a parabolic Higgs bundle will be called graded semisimple in this
paper. We first establish the correspondence in this easy case. (Proposition 6.1).

Remark 1.8. — Precisely, we also have to take an appropriate metric for X − D.

(2) Let (cE,F , θ) be a μL-stable c-parabolic Higgs bundle on (X,D), where dimX =
2. We take a perturbation of F (ε) as in the section 3.4. In particular, (cE,F

(ε), θ) is
a μL-stable graded semisimple c-parabolic Higgs bundle, and the following holds:

par-c1(cE,F ) = par-c1(cE,F
(ε)),∣∣∣∣∫

X

par-ch2(cE,F ) −
∫
X

par-ch2(cE,F
(ε))

∣∣∣∣ ≤ C · ε.

Then we obtain the inequality for (cE,F
(ε), θ) by applying the previous result to it.

By taking the limit ε→ 0, we obtain the inequality for the given (cE,F , θ).

1.2.3. Strategy for the proof of Kobayashi-Hitchin correspondence. — Let
X be a smooth projective surface, and D be a simple normal crossing divisor. Let L
be an ample line bundle on X , and ω be the Kahler form representing c1(L). Roughly
speaking, the correspondence on (X,D) as in Theorem 1.4 can be divided into the
following two parts:

– For a given tame harmonic bundle (E, ∂E , θ, h) on X − D, we obtain the μL-
stable parabolic Higgs bundle (cE,F , θ) with the trivial characteristic numbers.

– On the converse, we obtain a pluri-harmonic metric of (E, ∂E , θ) on X −D for
such (cE,F , θ).

As for the first issue, most problem can be reduced to the one dimensional case,
which was established by Simpson [46]. However, we have to show the vanishing
of the characteristic numbers, for which our study of the asymptotic behaviour of
tame harmonic bundles ([38]) is quite useful. It is also used for the uniqueness of the
adapted pluri-harmonic metric.

As for the second issue, we use the perturbation method, again. Namely, let
(cE,F , θ) be a μL-stable c-parabolic Higgs bundle on (X,D). Take a perturbation
F (ε) of the filtration F for a small positive number ε. We also take metrics ωε of
X −D such that limε→0 ωε = ω, and then we obtain a Hermitian-Einstein metric hε
for the Higgs bundle (E, ∂E , θ) on X − D with respect to ωε, which is adapted to
the parabolic structure. Ideally, we would like to consider the limit limε→0 hε, and we
expect that the limit gives the Hermitian-Einstein metric h for (E, ∂E , θ) with respect
to ω, which is adapted to the given filtration F . Perhaps, it may be correct, but it
does not seem easy to show, in general.

We restrict ourselves to the simpler case where the characteristic numbers of
(cE,F , θ) are trivial. Under this assumption, we show such a convergence. More
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precisely, we show that there is a subsequence {εi} such that
{
(E, ∂E , hεi , θ)

}
con-

verges to a harmonic bundle (E′, ∂
′
E , θ

′, h′) on X − D, and we show that the given
(cE,F , θ) is isomorphic to the parabolic Higgs bundles obtained from (E′, ∂

′
E , θ

′, h′).
In our current understanding, we need a rather long argument for the proof. (See the
sections 7–10.)

1.3. Additional results

1.3.1. The torus action and the deformation of a G-flat bundle. — Once
Theorem 1.4 is established, we can use some of the arguments for the applications
given in the projective case. For example, we can deform any flat bundle to the one
which comes from a variation of polarized Hodge structure. We follow the well known
framework given by Simpson with a minor modification. We briefly recall it, and we
will mention the problem that we have to care about in the process.

Let X be a smooth projective variety, and D be a simple normal crossing divisor
with the irreducible decomposition D =

⋃
i∈S Di. Let x be a point of X −D. Let Γ

denote the fundamental group π1(X−D,x). Any representation of Γ can be deformed
to a semisimple representation, and hence we start with a semisimple one.

Let (E,∇) be a flat bundle over X − D such that the induced representation
ρ : Γ −→ GL(E|x) is semisimple. Recall we can take a Jost-Zuo metric of (E,∇),
as is mentioned in the subsection 1.2.1. Hence we obtain a tame pure imaginary
harmonic bundle (E, ∂E , θ, h) on X −D, and the induced μL-polystable c-parabolic
Higgs bundle (cE,F , θ) on (X,D), where c denotes any element of RS . We have the
canonical decomposition (cE,F , θ) =

⊕
i(cEi,F i, θi)⊕mi , where each (cEi,F i, θi) is

μL-stable.
Let us consider the family of c-parabolic Higgs bundles

(
cE,F , t · θ

)
for t ∈ C∗,

which are μL-polystable. Due to the standard Langton’s trick [27], we have the
semistable c-parabolic Higgs sheaves (cẼi, F̃ i, θ̃i) which are limits of (cEi,F i, t · θi

)
in t → 0. On the other hand, we can take a pluri-harmonic metric ht of the Higgs
bundle (E, ∂E , t · θ) on X −D for each t, which is adapted to the parabolic structure.
(Theorem 1.4). Then we obtain the family of flat bundles (E,D1

t ), and the associated
family of the representations

{
ρt : Γ −→ GL(E|x)

∣∣ t ∈ C∗}. Since (E, ∂E , t · θ, ht) is
tame pure imaginary in the case t ∈ R>0, the representations ρt are semisimple. The
family {ρt

∣∣ t ∈ C∗} should be continuous with respect to t, and the limit limt→0 ρt
should exist, ideally.

It is necessary to formulate the continuity of ρt with respect to t and the conver-
gence of ρt in t → 0. Let V be a C-vector space such that rank(V ) = rank(E). Let
hV denote the metric of V , and let U(hV ) denote the unitary group for hV . We put
R(Γ, V ) := Hom(Γ,GL(V )). By the conjugate, U(hV ) acts on the space R(Γ, V ). Let
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M(Γ, V, hV ) denote the usual quotient space. Let πGL(V ) : R(Γ, V ) −→ M(Γ, V, hV )
denote the projection.

By taking any isometry (E|x, ht|x) 	 (V, hV ), we obtain the representation ρ′t :
Γ −→ GL(V ). We put P(t) := πGL(V )(ρ′t), and we obtain the map P : C∗ −→
M(Γ, V, hV ). It is well defined.

Proposition 1.9 (Theorem 11.1, Lemma 11.3, Proposition 11.4)

1. The induced map P is continuous.
2. P({0 < t ≤ 1}) is relatively compact in M(Γ, V, hV ).
3. If each

(
cẼi, F̃ i, θ̃i

)
is stable, then the limit limt→0 P(t) exists, and the limit

flat bundle underlies the variation of polarized Hodge structure. As a result, we
can deform any flat bundle to the one underlying a variation of polarized Hodge
structure.

We would like to mention the point which we will care about. For simplicity, we
assume (cE,F , θ) is μL-stable, and

(
cE,F , t · θ

)
converges to the μL-stable parabolic

Higgs bundle (cẼ, F̃ , θ̃). Let {ti} denote a sequence converging to 0. By taking
an appropriate subsequence, we may assume that the sequence {(E, ∂E , hti , ti ·θi)}
converges to a tame harmonic bundle (E′, ∂E′ , h′, θ′) weakly in Lp2 locally over X−D,
which is due to Uhlenbeck’s compactness theorem and the estimate for the Higgs
fields. Then we obtain the induced parabolic Higgs bundle (cE

′,F ′, θ′). We would
like to show that (cẼ, F̃ , θ̃) and (cE

′,F ′, θ′) are isomorphic. Once we have known the
existence of a non-trivial map G : cE

′ −→ cẼ which is compatible with the parabolic
structure and the Higgs field, it is isomorphic due to the stability of (cẼ, F̃ , θ̃). Hence
the existence of such G is the main issue for this argument. We remark that the
problem does not appear if D is empty.

Remark 1.10. — Even if (cẼi, F̃ i, θ̃i) are not μL-stable, the conclusion in the third
claim of Proposition 1.9 should be true. In fact, Simpson gave a detailed argument
to show it, in the case where D is empty ([50], [51]). More strongly, he obtained the
homeomorphism of the coarse moduli spaces of semistable flat bundles and semistable
Higgs bundles.

In this paper, we do not discuss the moduli spaces, and hence we omit to discuss
the general case. Instead, we use an elementary inductive argument on the rank of
local systems, which is sufficient to obtain a deformation to a variation of polarized
Hodge structure.

Remark 1.11. — For an application, we have to care about the relation between
the deformation and the monodromy groups. We will discuss only a rough relation
in the section 11.2. More precise relation will be studied elsewhere.
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Once we can deform any local system on a smooth quasi projective variety to a
variation of polarized Hodge structure, preserving some compatibility with the mon-
odromy group, we obtain the following corollary. It is a natural generalization of
Theorem 1.1.

Corollary 1.12. — Let Γ be a rigid discrete subgroup of a real algebraic group, which
is not of Hodge type. Then Γ cannot be a split quotient of the fundamental groups of
any smooth quasi projective variety.

Remark 1.13. — Such a deformation of flat bundles on a quasi projective variety
was also discussed in [22] in a different way.

1.3.2. Tame pure imaginary pluri-harmonic reduction (Appendix). — Let
G be a linear algebraic group defined over C or R. We will give a characterization of
reductive representations π1(X−D,x) −→ G by the existence of tame pure imaginary
pluri-harmonic reduction (Theorem 12.24 and Corollary 12.25). Here a representation
is called reductive if the Zariski closure of the image is reductive. The author thinks
that it is of independent interest. We have already known such a characterization for
GL(n,C)-principal bundles (see [39] for example). In the differential geometric term,
it means that if we are given a semisimple homomorphism π1(X−D) −→ G, then we
have the “tame pure imaginary” twisted pluri-harmonic map X −D −→ G/K where
K denotes a maximal compact group of G, which is unique up to some equivalence.
Without the “pure imaginary” property, the existence theorem was proved by Jost-
Zuo, directly for G. (However, their definition of reductivity looks different from
ours.) On the contrary, if we impose the “pure imaginary” property, then we obtain
some uniqueness, and it admits us to use a Tannakian consideration, as in [47]. Hence
the existence theorem can also be reduced to the GL(n,C)-case.

1.4. Remark

This is the second version of the paper about the correspondence of tame harmonic
bundles and parabolic Higgs bundles. Compared to the first version [40], the results
and the methods are significantly improved.

– In the first version, we discussed the Higgs bundles which are of Hodge type
in codimension two. The condition is a kind of compatibility of the residues
of the Higgs field, which holds for the parabolic Higgs bundles obtained from
tame harmonic bundles. The previous result was sufficient for the applications
discussed in this paper.

However, when we consider the moduli spaces of parabolic Higgs bundles, it
was not clear whether the subset determined by the condition had algebraically
nice property (for example, openness or closedness). Moreover, the condition is
defined over C. So even if the condition is satisfied for (E∗, θ) ⊗k,ι C, where
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(E∗, θ) is a μL-stable regular filtered Higgs bundle defined over ι : k ⊂ C, it
is not clear whether the condition holds for (E∗, θ) ⊗k,ι′ C where ι′ is other
embedding k ⊂ C. Hence it is important and significant to remove the “Hodge
type in codimension two” condition.

– In the previous version, we didn’t use the argument to take the perturbation of
the filtration. And hence, we need the Hodge type in codimension two condition,
and we construct an initial metric for such a parabolic Higgs bundle. It was a
rather delicate and bothering task. Moreover, we had to use the nilpotent orbit
in the theory of mixed twistor structure, which is not unfamiliar for the most
readers.

Now we use the perturbation method. We have only to construct an initial
metric for graded semisimple Higgs bundle, which is easy to construct. Although
we need a rather long argument for the convergence, the author believes that
the argument in the second version is easier to understand.

1.5. Outline of the paper

The chapter 2 is an elementary preparation for the discussion in the later chapters.
The reader can skip this chapter. The chapter 3 is preparation about parabolic
Higgs bundles. We recall some definitions in the sections 3.1–3.3. We discuss the
perturbation of a given filtration in the section 3.4, which is one of the keys in this
paper.

In the chapter 4, an ordinary metric for parabolic Higgs bundle is given. The con-
struction is standard. Our purpose is to establish the relation between the parabolic
characteristic numbers and some integrations, in the case of graded semisimple
parabolic Higgs bundles.

In the chapter 5, we show the fundamental properties of the parabolic Higgs bundles
obtained from tame harmonic bundles. Namely, we show the μL-stability and the
vanishing of the characteristic numbers. In the chapter 6, we show the preliminary
Kobayashi-Hitchin correspondence for graded semisimple parabolic Higgs bundles.
Bogomolov-Gieseker inequality can be obtained as an easy corollary of this preliminary
correspondence and the perturbation argument of the parabolic structure.

The chapters 7–9 are technical preparation for the proof of the main part of The-
orem 1.4, which will be completed in the chapter 10.

Once the Kobayashi-Hitchin correspondence for tame harmonic bundles is estab-
lished, we can apply Simpson’s argument of the tours action, and we can obtain some
topological consequence of quasi projective varieties. It is explained in the chapter
11. The chapter 12 is regarded as an appendix, in which we recall something related
to pluri-harmonic metrics of G-flat bundles.
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CHAPTER 2

PRELIMINARY

This chapter is a preparation for the later discussions. The sections are indepen-
dent. The readers can skip here, but we will often use the notation given in the
sections 2.1–2.2, especially.

2.1. Notation and Words

We will use the following notation:
Z: the set of the integers, Q: the set of the rational numbers,
R: the set of the real numbers, C: the set of the complex numbers.

For real numbers a, b, we put as follows:

[a, b] := {x ∈ R | a ≤ x ≤ b} [a, b[:= {x ∈ R | a ≤ x < b}
]a, b] := {x ∈ R | a < x ≤ b} ]a, b[:= {x ∈ R | a < x < b}

For any positive number C > 0 and z0 ∈ C, the open disc
{
z ∈ C

∣∣ |z−z0| < C
}

is
denoted by Δ(z0, C), and the punctured disc Δ(z0, C)−{z0} is denoted by Δ∗(z0, C).
When z0 = 0, Δ(0, C) and Δ∗(0, C) are often denoted by Δ(C) and Δ∗(C). Moreover,
if C = 1, Δ(1) and Δ∗(1) are often denoted by Δ and Δ∗. If we emphasize the variable,
it is denoted as the subscript like Δz. Unfortunately, the notation Δ is also used to
denote the Laplacian. The author hopes that there will be no confusion.

For sets S and Y , qs : Y S −→ Y (s ∈ S) often denotes the projection onto the s-th
component.

We say as follows:

– Let X be a complex manifold and D be a normal crossing divisor with the
irreducible decomposition D =

⋃
i∈S Di. For simplicity, we restrict ourselves to

the case where each irreducible component of D is smooth in this case. Recall
that such a divisor is called simple normal crossing divisor.
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– Let Y be a manifold, E be a vector bundle on Y , and {fi} be a sequence of
sections of E. We say that {fi} is bounded in Lpl locally on Y , if the restriction
{fi |K} is bounded in Lpl (K) for each compact subset K ⊂ Y . We say {fi}
converges to f weakly in Lpl locally on Y , if the restriction {fi |K} converges to
f|K weakly in Lpl (K).

Finally, we recall the definition of differential geometric (local) convergence of Higgs
bundles.

Definition 2.1. — Let Y be a complex manifold, and let
{
(E(i)), ∂

(i)
, θ(i)

}
be a se-

quence of Higgs bundles on Y . We say that the sequence
{
(E(i)), ∂

(i)
, θ(i)

}
weakly con-

verges to (E(∞), ∂
(∞)

, θ∞)) in Lp2 locally on Y , if there exist locally Lp2-isomorphisms

Φ(i) : E(i) −→ E(∞) on Y such that the sequences {Φ(i)
(
∂

(i))} and {Φ(i)(θ(i))} weakly

converge to ∂
(∞)

and θ(∞) respectively in Lp1 locally on Y .

2.2. Review of a result of Simpson on Kobayashi-Hitchin correspondence

2.2.1. Analytic stability and the Hermitian-Einstein metric. — Let Y be an
n-dimensional complex manifold which is not necessarily compact. Let ω be a Kahler
form of Y . The adjoint for the multiplication of ω is denoted by Λω, or simply by Λ
if there are no confusion. The Laplacian for ω is denoted by Δω.

Condition 2.2. —

1. The volume of Y with respect to ω is finite.
2. There exists a real valued function φ on Y satisfying the following:

– 0 ≤ √−1∂∂φ ≤ C · ω for some positive constant C.
–

{
x ∈ Y

∣∣φ(x) ≤ A
}

is compact for any A ∈ R.
3. There exists an increasing function R≥ 0 −→ R≥ 0 such that a(0) = 0 and
a(x) = x for x ≥ 1, and the following holds:

– Let f be a positive bounded function on Y such that Δωf ≤ B for some
positive number B, Then supY |f | ≤ C(B) · a

(∫
Y f

)
for some positive

constant C(B) depending on B. Moreover Δωf ≤ 0 implies Δωf = 0.

Let (E, ∂E , θ) be a Higgs bundle on Y . Let h be a hermitian metric of E. Then
we have the (1, 0)-operator ∂E determined by ∂h(u, v) = h

(
∂Eu, v

)
+ h

(
u, ∂Ev

)
. We

also have the adjoint θ†. If we emphasize the dependence on h, we use the notation
∂E,h and θ†h. We obtain the connections Dh := ∂E + ∂E and D1 := Dh + θ + θ†.
The curvatures of Dh and D1 are denoted by R(h) and F (h) respectively. When we
emphasize the dependence on ∂E , they are denoted by R(∂E , h) and F (∂E , h).
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Condition 2.3. — ΛωF (h) is bounded with respect to h, and F (h) is L2 with re-
spect to h and ω.

When Condition 2.3 is satisfied, we put as follows:

degω(V, h) :=
√−1
2π

∫
Y

tr
(
F (h)

) · ωn−1.

For any saturated Higgs subsheaf V ⊂ E, there is a Zariski closed subset Z of
codimension two such that V|Y−Z gives a subbundle of E|Y−Z , on which the metric
hV of V|Y−Z is induced. Let πV denote the orthogonal projection of E|Y−Z onto
V|Y−Z . Let trV denotes the trace for endomorphisms of V .

Proposition 2.4 ([45] Lemma 3.2). — When the conditions 2.2 and 2.3 are sat-
isfied, the integral

degω(V,K) :=
√−1
2π

∫
Y

trV
(
F (hV )

) · ωn−1

is well defined, and it takes the value in R ∪ {−∞}. The Chern-Weil formula holds
as follows, for some positive number C:

degω(V, hV ) =
√−1
2π

∫
Y

tr
(
πV ◦ ΛωF (h)

)
− C

∫
Y

∣∣D′′πV
∣∣2
h
· dvolω .

Here we put D′′ = ∂E + θ. In particular, if the value degω(V,KV ) is finite, ∂E(πV )
and [θ, πV ] are L2.

For any V ⊂ E, we put μω(V, hV ) := degω(V, hV )/ rankV .

Definition 2.5 ([45]). — A metrized Higgs bundle (E, ∂E , θ, h) is called analytic
stable, if the inequalities

μω(V, hV ) < μω(E, h)

hold for any non-trivial Higgs subsheaves (V, θV ) � (E, θ).

Proposition 2.6 (Simpson). — Let (Y, ω) be a Kahler manifold satisfying Condi-
tion 2.2, and let (E, ∂E , θ, h0) be a metrized Higgs bundle satisfying Condition 2.3.
Then there exists a hermitian metric h = h0 · s satisfying the following conditions:

– h and h0 are mutually bounded.
– det(h) = det(h0)
– D′′(s) is L2 with respect to h0 and ω.
– It satisfies the Hermitian Einstein condition ΛωF (h)⊥ = 0, where F (h)⊥ de-

notes the trace free part of F (h).
– The following equalities hold:∫

Y

tr
(
F (h)2

)
· ωn−2 =

∫
Y

tr
(
F (h0)2

)
· ωn−2,∫

Y

tr
(
F (h)⊥ 2

)
· ωn−2 =

∫
Y

tr
(
F (h0)⊥ 2

)
· ωn−2.
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Proof See Theorem 1, Proposition 3.5 and Lemma 7.4 (with the remark just
before the lemma) in [45].

2.2.2. The uniqueness. — Although the following proposition does not seem to
be clearly stated in [45], it can be proved by the methods contained in [45].

Proposition 2.7. — Let (Y, ω) be a Kahler manifold as above, and (E, ∂E , θ) be a
Higgs bundle on Y . Let hi (i = 1, 2) be hermitian metrics of E such that ΛωF (hi) = 0.
We assume that h1 and h2 are mutually bounded. Then the following holds:

– We have the decomposition (E, θ) =
⊕

(Ea, θa) which is orthogonal with respect
to both of hi.

– The restrictions of hi to Ea are denoted by hi,a. Then there exist positive num-
bers ba such that h1,a = ba · h2,a.

Proof We take the endomorphism s1 determined by h2 = h1 · s1. Then we have
the following inequality due to Lemma 3.1 (d) in [45] on X −D:

Δω log tr
(
s1
) ≤ ∣∣ΛωF (h1)

∣∣ +
∣∣ΛωF (h2)

∣∣ = 0.

Here we have used ΛωF (hi) = 0. Then we obtain Δω tr
(
s1
) ≤ 0. Since the function

tr(s1) is bounded on Y , we obtain the harmonicity Δω tr(s1) = 0.
We put D′′ = ∂+ θ and D′ := ∂E,h1 + θ†h1

, where θ†h1
denotes the adjoint of θ with

respect to the metric h1. Then we also have the following equality:

0 = F
(
h2

)− F
(
h1

)
= D′′(s−1

1 D′s1
)

= −s−1
1 D′′s1 · s−1

1 ·D′s1 + s−1
1 D′′D′s1.

Hence we obtain D′′D′s1 = D′′s1 · s−1
1 · D′s1. As a result, we obtain the following

equality:∫ ∣∣s−1/2
1 D′′s1

∣∣2
h1
·dvolω = −√−1

∫
Λω tr

(
D′′D′s1

)·dvolω = −
∫

Δω tr(s1)·dvolω = 0.

Hence we obtain D′′s1 = 0, i.e., ∂s1 =
[
θ, s1

]
= 0. Since s1 is self-adjoint with respect

to h1, we obtain the flatness
(
∂ + ∂E,h1

)
s1 = 0. Hence we obtain the decomposition

E =
⊕

a∈S Ea such that sa =
⊕
ba · idEa for some positive constants ba. Let πEa

denote the orthogonal projection onto Ea. Then we have ∂πEa = 0. Hence the
decomposition E =

⊕
a∈S Ea is holomorphic. It is also compatible with the Higgs

field. Hence we obtain the decomposition as the Higgs bundles. Then the claim of
Proposition 2.7 is clear.

Remark 2.8. — We have only to impose ΛωF (h1) = ΛωF (h2) instead of ΛωF (hi) =
0, which can be shown by a minor refinement of the argument.
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2.2.3. The one dimensional case. — In the one dimensional case, he established
the Kobayashi-Hitchin correspondence for parabolic Higgs bundle. Here we restrict
ourselves to the special case. See the chapter 3 of this paper for some definitions.

Proposition 2.9 (Simpson). — Let X be a smooth projective curve, and D be a
divisor of X. Let

(
E∗, θ

)
be a filtered regular Higgs bundle on (X,D). We put

E = cE|X−D. The following conditions are equivalent:

– (E∗, θ) is poly-stable with par-deg(E∗) = 0.
– There exists a harmonic metric h of (E, θ), which is adapted to the parabolic

structure of E∗.

Moreover, such a metric is unique up to obvious ambiguity. Namely, let hi (i = 1, 2)
be two harmonic metrics. Then we have the decomposition of Higgs bundles (E, θ) =⊕

(Ea, θa) satisfying the following:

– The decomposition is orthogonal with respect to both of hi.
– The restrictions of hi to Ea are denoted by hi,a. Then there exist positive num-

bers ba such that h1,a = ba · h2,a.

Proof See [46]. We give only a remark on the uniqueness. Let (E, ∂E , θ) be a
Higgs bundle on X −D, and hi (i = 1, 2) be harmonic metrics on it. Assume that
the induced prolongments cE(hi) are isomorphic. (See the section 3.3 for prolong-
ment.) Recall the norm estimate for tame harmonic bundles in the one dimensional
case ([46]), which says that the harmonic metrics are determined up to boundedness
by the parabolic filtration and the weight filtration. Hence we obtain the mutually
boundedness of h1 and h2. Then the uniqueness follows from Proposition 2.7.

2.3. Weitzenbeck formula

Let (Y, ω) be a Kahler manifold. Let h be a Hermitian-Einstein metric for a Higgs
bundle (E, ∂E , θ) on Y . More strongly, we assume ΛωF (h) = 0. The following lemma
is a minor modification of Weitzenbeck formula for harmonic bundles by Simpson
([46]).

Lemma 2.10. — Let s be any holomorphic section of E such that θs = 0. Then we
have Δω log |s|2h ≤ 0, where Δω denotes the Laplacian for ω.

Proof We have ∂∂|s|2h = ∂
(
s, ∂Es

)
= (∂Es, ∂Es) + (s, ∂E∂Es) = (∂Es, ∂Es) +

(s,R(h)s). Then we obtain the following:

∂∂ log |s|2h =
∂∂|s|2
|s|2 − ∂|s|2 · ∂|s|2

|s|4 =
(s,R(h)s)

|s|2 +
(∂Es, ∂Es)

|s|2 − ∂|s|2 · ∂|s|2
|s|4 .
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We have R(h) = −(θ†θ + θθ†) + F (h)(1,1), where F (h)(1,1) denotes the (1, 1)-part of
F (h). Hence we have the following:

(2) Λω
(
s,R(h)s

)
= Λω

(
s, (−θθ† − θ†θ)s

)
+ Λω

(
s, F (h)(1,1)s

)
= −Λω

(
θ†s, θ†s

)− Λω
(
θs, θs

)
+ Λω

(
s, F (h)1,1s

)
= −Λω(θ†s, θ†s).

Here we have used ΛωF (h) = ΛωF (h)(1,1) = 0. Therefore we obtain the following:

−√−1Λω
(
s,R(h)s

)
=

√−1Λω(θ†s, θ†s) = −∣∣θ†s∣∣2
h
.

On the other hand, we also have the following:

−√−1Λω

(
(∂s, ∂s)
|s|2 − ∂|s|2∂|s|2

|s|4
)

≤ 0.

Hence we obtain Δω log |s|2 ≤ 0.

2.4. Preliminary from linear algebra

Let V be a C-vector space with a hermitian metric h. Assume that we have
the orthogonal decomposition V =

⊕r
i=1 Vi. We put S :=

⊕
i>j Hom(Vi, Vj). Let

πS denote the orthogonal projection End(V ) −→ S. For f ∈ End(V ), the element
Gf ∈ End(S) is given by Gf (g) := πS

(
[f, g]

)
.

Let us consider an element f ∈ ⊕
i≤j Hom(Vi, Vj). We have the decomposition

f =
∑

i≤j fj i, where fj i ∈ Hom(Vi, Vj). We assume fi,i = αi · idVi +Ni, where Ni
are nilpotent for any i. We also assume that αi �= αj for i �= j.

Lemma 2.11. — The norm of Gf is dominated by the norm of f . Gf is invertible.
The norm of G−1

f is dominated by a polynomial of the norm of f .

Proof Let us take an orthonormal frame vi = (vi,1, . . . , vi,ri) of Vi for which fi is
represented by a lower triangular matrix Ai,i, i.e., fi,ivi = vi · Ai,i. All the diagonal
components of Ai,i are αi. We also have the matrices Aj,i given by fj ivi = vj ·Aj,i for
i < j. Let v be a frame of V obtained from vi (i = 1, . . . , r). Then f is represented
by a lower triangular matrix with respect to the frame v, which is obtained from the
matrices Aj i.

The element E(j,l),(i,k) ∈ End(V ) is given as follows:

E(j,l),(i,k)v(p,q) :=

⎧⎨⎩
v(j,l)

(
(i, k) = (p, q)

)
,

0 (otherwise)

The tuple
{
E(j,l),(i,k)

∣∣ i < j
}

gives the orthonormal frame of S. We give the lexico-
graphic order to the set

{
(i.k)

∣∣ i = 1, . . . , r, k = 1, . . . , ri
}
. We have the expression:

f =
∑

(i,k)≤(j,l)

α(j,l),(i,k) · E(j,l),(i,k).
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We have α(i,k),(i,k) = αi. We remark E(j,l),(i,k) ◦ E(p,q),(r,s) = E(j,l),(r,s) · δ(i,k),(p,q),
where δ(i,k),(p,q) denotes 1 if (i, k) = (p, q), or 0 if (i, k) �= (p, q). Hence we have the
following:

f ◦E(p,q),(r,s) =
∑

(i,k)≤(j,l)

α(j,l),(i,k) ·E(j,l),(i,k) ◦E(p,q),(r,s) =
∑

(p,q)≤(j,l)

α(j,l),(p,q) ·E(j,l),(r,s).

We also have the following:

E(p,q),(r,s) ◦ f =
∑

(i,k)≤(j,l)

α(j,l),(i.k) · E(p,q),(r,s) ◦E(j,l),(i,k) =
∑

(i,k)≤(r,s)

α(r,s),(i,k) ·E(p,q),(i,k).

The element E(p,q),(r,s) is contained in S if and only if p < r. Hence we have the
following:

πS(f ◦ E(p,q),(r,s)) =
∑

(p,q)≤(j,l)
j<r

α(j,l),(p,q) ·E(j,l),(r,s),

πS
(
E(p,q),(r,s) ◦ f

)
=

∑
(i,k)≤(r,s)

p<i

α(r,s),(i,k) ·E(p,q),(i,k).

Therefore Gf is expressed by a lower triangular matrix with respect to the frame{
E(p,q),(r,s)

∣∣ p < r
}
, and the diagonal components are given by αp−αr (p �= r). Then

the first two claims immediately follow. We also obtain the estimate of the norm of
G−1
f due to the formula for the inverse matrix.

Let f be an element of
⊕

i≥j Hom(Vi, Vj). We have the decomposition f =∑
i≥j fj i. We assume fi,i − αi · idVi are nilpotent and αi �= αj (i �= j). The en-

domorphism Ff ∈ End(S) is given by Ff (g) = [f, g]. The next lemma can be proved
similarly.

Lemma 2.12. — The endomorphism Ff is invertible. The norm of Ff is dominated
by the norm of f . The inverse of F−1

f is dominated by a polynomial of the norm of
f .

2.5. Preliminary from elementary calculus

2.5.1. The estimate of a solution v of Δ(v) = f . — Take ε > 0 and N > 1. In
this section, we use the following volume form dvolε,N of a punctured disc Δ∗:

dvolε,N :=
(
εN+2 · |z|2ε + |z|2)−1 ·

√−1dz · dz̄
|z|2 <∞.

Let f be a function on a punctured disc Δ∗ such that ‖f‖2
L2 :=

∫
Δ∗ |f |2 ·dvolε,N <∞.

We use the polar coordinate z = r·e
√−1θ. For the decomposition f =

∑
fn(r)·e

√−1nθ,
we have ‖f‖2

L2 = 2π
∑
n ‖fn‖2

L2, where ‖fn‖2
L2 are given as follows:

‖fn‖2
L2 :=

∫ 1

0

|fn(ρ)|2 ·
(
εN+2ρ2ε + ρ2

)−1 dρ

ρ
.



18 CHAPTER 2. PRELIMINARY

Proposition 2.13. — Let f be as above. Then we have a function v satisfying the
following:

∂∂v = f · dz̄ · dz|z|2 ,
∣∣v(z)∣∣ ≤ C ·

(
|z|εε(N−1)/2 + |z|1/2

)
· ‖f‖L2.

The constant C can be independent of ε, N and f .

Proof We use the argument in [59]. First let us consider the equation ∂u =
f ·dz̄/z̄. For the decomposition u =

∑
un(ρ) ·e

√−1nθ, it is equivalent to the following
equations:

1
2

(
r
∂

∂r
un − n · un

)
= fn, (n ∈ Z).

We put as follows:

un :=

⎧⎨⎩
2rn

∫ r
0
ρ−n−1fn(ρ) · dρ (n ≤ 0),

2rn
∫ r
A
ρ−n−1fn(ρ) · dρ (n > 0).

Then u =
∑
un · e

√−1nθ satisfies the equation ∂u = f · dz̄/z̄.

Lemma 2.14. — There exists C1 > 0 such that

|un(r)| ≤ C1 · ‖fn‖L2 ·
(
ε(N+2)/2 · rε
|2ε− 2n|1/2 +

r1/2

(1 + |n|)1/2
)
.

The constant C1 is independent of n, ε, N and f .

Proof In the case n ≤ 0, we have the following:

(3) |un(r)|

≤
∣∣∣∣2rn ∫ r

0

fn(ρ)(εN+2ρ2ε + ρ2)−1/2ρ−1/2 · ρ−n−1(εN+2ρ2ε + ρ2)1/2 · ρ1/2 · dρ
∣∣∣∣

≤ 2rn
(∫ r

0

|fn(ρ)|2(εN+2ρ2ε + ρ2)−1 dρ

ρ

)1/2

·
(∫ r

0

ρ−2n−1(εN+2ρ2ε + ρ2) · dρ
)1/2

.

We have the following:∫ r

0

ρ−2n−1(εN+2ρ2ε + ρ2)dρ =
εN+2 · r2ε−2n

2ε− 2n
+

r−2n+2

−2n+ 2
.

Hence we obtain the following:

|un(r)| ≤ 2‖fn‖L2 ·
(
ε(N+2)/2 · rε
|2ε− 2n|1/2 +

r

|2 − 2n|1/2
)
.
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In the case n > 0, we also have the following:

(4) |un(r)| ≤ 2rn ·
(∫ r

A

|fn(ρ)|2(εN+2ρ2ε + ρ2)−1 dρ

ρ

)1/2

×
(∫ r

A

ρ−2n−1(εN+2ρ2ε + ρ2)dρ
)1/2

.

We have the following:∣∣∣∣∫ r

A

ρ−2n−1εN+2 · ρ2ε · dρ
∣∣∣∣ ≤ εN+2

| − 2n+ 2ε|r
−2n+2ε.

We also have the following:∫ r

A

ρ−2n+1dρ =

⎧⎨⎩
log r − logA (n = 1)

(−2n+ 2)−1(r−2n+2 −A−2n+2) (n ≥ 2)

Therefore we obtain the following:

|un(r)| ≤ C · ‖fn‖L2

(
ε(N+2)/2 · rε
|2ε− 2n|1/2 +

r1/2

(1 + |n|)1/2
)

Thus we are done.

Then let us consider the equation ∂v = u · dz/z. For the decomposition v =∑
vn · e

√−1nθ, it is equivalent to the following equations:

1
2

(
r
∂vn
∂r

+ n · vn
)

= un, (n ∈ Z).

We put as follows:

vn(r) :=

⎧⎨⎩
2r−n · ∫ r

0
ρn−1un(ρ) · dρ (n ≥ 0)

2r−n · ∫ rA ρn−1un(ρ) · dρ (n < 0).

Then we have ∂v = u · dz/z for v :=
∑
vn · e

√−1nθ. From Lemma 2.14, we obtain the
following in the case n > 0:

(5) |vn(r)| ≤ 2r−n
∫ r

0

ρn−1

(
ε(N+1)/2 · ρε
|2ε− 2n|1/2 +

ρ1/2

(1 + |n|)1/2
)
dρ · ‖fn‖L2

≤ C2 · ‖fn‖L2 ·
(

ε(N+2)/2

|2ε− 2n|1/2
rε

|n+ ε| +
1

(1 + |n|)1/2
r1/2

n+ 1/2

)
.

We have a similar estimate in the case n < 0. Hence we obtain the following:

|v(r)| ≤
∑
n

|vn(r)| ≤ C4 · (ε(N−1)/2rε + r1/2) · ‖f‖L2.

Thus the proof of Proposition 2.13 is finished.
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2.5.2. The estimate of the integrals on the subdomain. — In this section, we
put I := [0, 1]. We have the embedding I2 ⊂ C given by (x, y) �−→ x+

√−1y, which
gives the complex structure of I2. We will use the standard measure of I2, which is
omitted to denote.

Let δm (m = 1, 2, . . .) be any positive numbers such that
∑
δm < ∞. Let fm

(m = 1, 2, . . .) be functions on I2 such that
∫
I2
fm < δm. We put as follows:

Lm,n := min
{
p ∈ Z

∣∣ p ≥ ε−(N+2)/2
m · enεn},

L̂m,n := min
{
p ∈ Z

∣∣∣ p ≥ n−1 · e−(N+2)/2
m · enεm

}
.

We divide I into Lm,n segments: I =
⋃
k

[
k/Lm,n, (k+ 1)/Lm,n

]
. Then we divide I2

into L2
m,n squares:

I2 =
L2

m,n⋃
l=1

Dm,n,l.

Similarly, we divide I2 into L̂2
m,n squares D̂m,n,l (l = 1, 2, . . . , L̂2

m,n). Let D1
m,n,l

denote the union of the squares Dm,n,k which intersect with Dm,n,l. Similarly, D̂1
m,n,l

are given.

Lemma 2.15. — If M is sufficiently large, then there exists a set Z ⊂ I2 with the
positive measure satisfying the following property.

– Let P be any point of Z. For D̂m,n,k � P and Dm,n,l � P , the following
inequalities hold:

(6)
∫
D1

m,n,l

fm ≤M · εN+2
m e−2nεm ,

∫
�D1

m,n,k

fm ≤M · n2 · εN+2
m e−2nεm .

Moreover we may assume f(P ) < M for any P ∈ Z.

Proof The measure of the set T1(M) :=
{
P
∣∣ fm(P ) > M

}
is less than δm/M ,

which can be small if M is sufficiently large. Take any large integer n0, and we put
as follows:

Sm(n0) :=

{
l

∣∣∣∣∣
∫
Dm,n,l

fm ≥M · εN+2
m · e−2n0εm

}
, Xm,n0 :=

⋃
l∈Sm(n0)

Dm,n0,l.

Inductively, we put as follows:

Sm(n) :=

{
l

∣∣∣∣∣
∫
Dm,n,l

fm ≥M · εN+2
m · e−2nεm , Dm,n,l ∩Xm,n−1 = ∅

}
,

Xm,n := Xm,n−1 ∪
⋃

l∈Sm(n)

Dm,n,l.
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We put Xm :=
⋃
nXm,n. By our construction, we have the following:

(7)

|Xm| =
∑
n

L−2
m,n · ∣∣Sm(n)

∣∣ ≤ ∑
n

L−2
m,n

∑
l∈Sm(n)

(∫
Dm,n,l

fm

)
·M−1 · ε−(N+2)

m · e2nεm

≤ 1
M

∑
n

∑
l∈Sm(n)

∫
Dm,n,l

fm ≤ 1
M

∫
I2
fm ≤ δm

M

Let D2
m,n,l denote the union of the squares Dm,n,k which have the intersection

D1
m,n,l. We put Ym,n :=

⋃
l∈Sm(n)D

2
m,n,l.

Lemma 2.16. — If we have
∫
Dm,n,k

fm ≥M · εN+2
m e−2nεm and Dm,n,k ⊂ D1

m,n,l for
some k and l, then we also have Dm,n,l ⊂

⋃
j≤n Ym,j.

Proof If Dm,n,k ∩ Xm,n−1 = ∅, then k ∈ Sm(n), and hence Dm,n,l ⊂ Ym,n. If
Dm,n,k ∩ Xm,n−1 �= ∅, then there exists (n′, k′) ∈ Sm(n′) such that n′ ≤ n − 1 and
Dm,n,k∩Dm,n′,k′ �= ∅. Then we haveDm,n,k ⊂ D1

m,n′,k′ and hence Dm,n,l ⊂ D1
m,n,k ⊂

D2
m,n′,k′ .

We put X̃m :=
⋃
n Ym,n, and T2(M) :=

⋃
m X̃m, and then we have the following:∣∣X̃m

∣∣ ≤ 25
∣∣Xm

∣∣ ≤ 25 · δm/M . Hence we obtain |T2(M)| ≤ 25 ·M−1
∑

m δm. Let P
be any point of I2 \ ⋃m X̃m. For (m,n, l) such that P ∈ Dm,n,l, we have the first
inequality in (6): ∫

D1
m,n,l

fm ≤ 9 ·M · εN+2
m e−2nεm .

Similarly, we can show the existence of a set T3(M) such that the measure
|T3(M)| < C ·M−1 for some constant C and that the second inequality in (6) holds
for any P ∈ I2 \ T3 and for any D̂2

m,n,k � P .
If M is sufficiently large, the measure of T1(M) ∪ T2(M) ∪ T3(M) is small, and

Z = I2 \⋃Ti(M) gives the desired set.

2.6. The moduli spaces of representations

Let Γ be a finitely presented group, and V be a finite dimensional vector space over
C. The space of homomorphisms R(Γ, V ) := Hom(Γ,GL(V )) is naturally an affine
variety over C. We regard it as a Hausdorff topological space with the usual topology,
not the Zariski space. We have the natural adjoint action of GL(V ) on R(Γ, V ). Let
hV be a hermitian metric of V , and let U(hV ) denote the unitary group of V with
respect to hV . The usual quotient space R(Γ, V )

/
U(hV ) is denoted by M(Γ, V, hV ).

Let πGL(V ) denote the projection R(Γ, V ) −→M(Γ, V, hV ).
More generally, we consider the moduli spaces of representations to a complex

reductive subgroup G of GL(V ). We put R(Γ, G) := Hom(Γ, G), which we regard as
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a Hausdorff topological space with the usual topology. It is the closed subspace of
R(Γ, V ).

Let K be a maximal compact subgroup of G. Assume that the hermitian metric
hV of V is K-invariant. We put NG

(
hV

)
:=

{
u ∈ U(hV )

∣∣ ad(u)(G) = G
}

which is
compact. We have the natural adjoint action of NG

(
hV

)
on G, which induces the

action on R(Γ, G). The usual quotient space is denoted by M(Γ, G, hV ). Let πG
denote the projection R(Γ, G) −→ M(Γ, G, hV ). We have the naturally defined map
Φ : M(Γ, G, hV ) −→ M(Γ, V, hV ). The map Φ is clearly proper in the sense that the
inverse image of any compact subset via Φ is also compact.

A representation ρ ∈ R(Γ, G) is called Zariski dense, if the image of ρ is Zariski
dense in G. Let U be the subset of R(Γ, G), which consists of Zariski dense represen-
tations. Then the restriction of Φ to U is injective.

Let ρ and ρ′ be elements of R(Γ, G). We say that ρ and ρ′ are isomorphic in G, if
there is an element g ∈ G such that ad(g) ◦ ρ = ρ′. We say ρ′ is a deformation of ρ
in G, if there is a continuous family of representations ρt : [0, 1]× Γ −→ G such that
ρ0 = ρ and ρ1 = ρ′. We say ρ′ is a deformation of ρ in G modulo NG(hV ), if there is
an element u ∈ NG(hV ) such that ρ can be deformed to ad(u) ◦ ρ′ in G. We remark
that the two notions are different if NG(hV ) is not connected, in general. We also
remark that ρ can be deformed to ρ′ in G modulo NG(hV ), if and only if πG(ρ) and
πG(ρ′) are contained in the same connected component of M(Γ, G, hV ).

We recall some deformation invariance from [47]. A representation ρ ∈ R(Γ, G) is
called rigid, if the orbit G · ρ is open in R(Γ, G).

Lemma 2.17. — Let ρ ∈ R(Γ, G) be a rigid and Zariski dense representation. Then
any deformation ρ′ of ρ in G is isomorphic to ρ in G.

Proof If ρ is Zariski dense, then G ·ρ is closed in R(Γ, G). Hence it is a connected
component.

Lemma 2.18. — Assume that there exist an element ρ ∈ R(Γ, G) and a subgroup
Γ0 ⊂ Γ such that ρ|Γ0 is Zariski dense and rigid. Let B be a connected component of
M(Γ, G, hV ) which contains πG(ρ). Then any element ρ′ ∈ R(Γ, G) is Zariski dense
if πG(ρ′) ∈ B. In particular, the map Φ|B : B −→M(Γ, V, hV ) is injective.

Proof Let ρ′ be any element of R(Γ, G) such that πG(ρ′) ∈ B. Then there exists
u ∈ NG(hV ) and ρ′′ ∈ R(Γ, G) such that ρ′ = ad(u)◦ρ′′ and that ρ′′ can be deformed
to ρ. Since ρ′′|Γ0

is a deformation of ρ|Γ0 , they are isomorphic in G, due to Lemma
2.17. In particular, ρ′′ is Zariski dense. Hence ρ′ is also Zariski dense.



CHAPTER 3

PARABOLIC HIGGS BUNDLE AND REGULAR

FILTERED HIGGS BUNDLE

We recall the notion of parabolic structure, and then we give some detail about
the characteristic numbers for parabolic sheaves. In the section 3.4, a perturbation
of the filtration is given, which will be useful in our later argument.

3.1. Parabolic Higgs bundle

3.1.1. c-parabolic Higgs sheaf. — Let us recall the notion of parabolic structure
and the Chern characteristic numbers of parabolic bundles following [33], [45], [29],
[55] and [58]. Our convention is slightly different from theirs.

Let X be a complex manifold and D be a simple normal crossing divisor with
the irreducible decomposition D =

⋃
i∈S Di. Let c = (ci

∣∣ i ∈ S) be an element of
RS . Let E be a torsion-free coherent OX -module. Let us consider a collection of the
increasing filtrations iF (i ∈ S) indexed by ]ci − 1, ci] such that iFa(E) ⊃ E(−D)
for any a ∈]ci − 1, ci]. We put i GrFa E := iFa(E)

/
iF<a(E). We assume that the

sets
{
a
∣∣ iGrFa E �= 0

}
are finite for any i. Such tuples of filtrations are called the

c-parabolic structure of E at D, and the tuple
(E , {iF | i ∈ S}) is called a c-parabolic

sheaf on (X,D). We will sometimes omit c.

Remark 3.1. — We will use the notation E∗ instead of
(E , {iF}) for simplicity of

the notation. When we emphasize c, we will often use the notation cE and cE∗ instead
of E and E∗. In the case c = (0, . . . , 0), the notation �E∗ is used.

We will use the following notation.

(8) Par(E∗, i) :=
{
a
∣∣ i GrFa (E) �= 0

}
, Par′(E∗, i) := Par(E∗, i) ∪ {ci, ci − 1},

(9) gap(E∗, i) := min
{|a− b| ∣∣ a, b ∈ Par′(E∗, i) a �= b

}
, gap(E∗) := min

i∈S
gap

(E∗, i).
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Let us recall a Higgs field ([58]) of a c-parabolic sheaf on (X,D). A holomorphic
homomorphism θ : E −→ E ⊗Ω1,0

X (logD) is called a Higgs field of E∗, if the following
holds:

– The naturally defined composite θ2 = θ ∧ θ : E −→ E ⊗ Ω2,0
X (logD) vanishes.

– θ
(
iFa

) ⊂ iFa ⊗ Ω1,0
X (logD)

The tuple (E∗, θ) is called a Higgs sheaf on (X,D).

3.1.2. The parabolic first Chern class and the degree. — For a c-parabolic
sheaf E∗ on (X,D), we put as follows:

wt(E∗, i) :=
∑

a∈]ci−1,ci]

a · rankDi

i GrFa (E).

The parabolic first Chern class of E∗ is defined as follows:

par-c1(E∗) := c1(E) −
∑
i∈S

wt(E∗, i) · [Di] ∈ H2(X,R).

Here [Di] denotes the cohomology class given by Di. If X is a compact Kahler
manifold with a Kahler form ω, we put as follows:

par-degω(E∗) :=
∫
X

par-c1(E∗) · ωdimX−1, μω(E∗) :=
par-degω(E∗)

rankE .

If ω is the first Chern class of an ample line bundle L, we also use the notation
par-degL(E∗) and μL(E∗).

3.1.3. μL-stability. — Let X be a smooth projective variety with an ample line
bundle L, and D be a simple normal crossing divisor of X . The μL-stability of
torsion-free parabolic Higgs sheaves is defined as usual. Namely, a parabolic Higgs
sheaf

(E∗, θ) is called μL-stable, if the inequality par-degL(E ′
∗) < par-degL(E∗) holds

for any saturated non-trivial subsheaf E ′ � E such that θ(E ′) ⊂ E ′⊗Ω1,0(logD). Here
the parabolic structure of E ′

∗ is the naturally induced one from the parabolic structure
of E∗. Similarly, μL-semistability and μL-polystability are also defined in the obvious
way.

The following lemma can be proved by a standard argument.

Lemma 3.2. — Let
(E(i)

∗ , θ(i)
)

(i = 1, 2) be μL-stable parabolic Higgs sheaves such
that μL(E(1)

∗ ) = μL(E(2)
∗ ). If there is a non-trivial map f : E(1) −→ E(2) compatible

with the parabolic structure and the Higgs fields, then f is isomorphic.

Corollary 3.3. — Let (E(i)
∗ , θ(i)) be μL-semistable Higgs bundles with μL(E(1)

∗ ) =
μL(E(2)

∗ ). Assume that one of them is known to be μL-stable. Let f : E(1) −→ E(2)

be a non-trivial homomorphism compatible with the parabolic structure and the Higgs
fields. Then f is isomorphic.
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Corollary 3.4. — Let (E∗, θ) be a μL-polystable Higgs sheaf. Then we have the
unique decomposition:

(E∗, θ) =
⊕
j

(E(j)
∗ , θ(j)) ⊗ Cm(j).

Here (E(j)
∗ , θj) are μL-stable, and they are mutually non-isomorphic. It is called the

canonical decomposition in the rest of the paper.

3.1.4. c-parabolic Higgs bundle in codimension k. — We will often use the
notation cE instead of E . When cE is locally free, we put as follows, for each i ∈ S:

iFa
(
cE|Di

)
:= Im

(
iFa(cE)|Di

−→ cE|Di

)
.

The tuples
(
iF ∣∣ i ∈ S

)
can clearly be reconstructed from the tuple of the filtrations

F :=
(
iF

∣∣ i ∈ S
)
. Hence we will often consider

(
cE,F

)
instead of

(
cE, {iF | i ∈ S}),

when cE∗ is locally free.

Definition 3.5. — Let cE∗ = (cE,F ) be a c-parabolic sheaf such that cE is locally
free. When the following conditions are satisfied, cE∗ is called a c-parabolic bundle.

– Each iF of cE|Di
is the filtration in the category of vector bundles on Di.

Namely, i GrFa (cE|Di
) = iFa

/
iF<a are locally free O|Di

-modules.
– The tuple of the filtrations F is compatible in the sense of Definition 4.37 in

[38]. (In this case, the decompositions are trivial.)

We remark that the second condition is trivial in the case dimX = 2.

The notion of c-parabolic Higgs bundle is too restrictive in the case dimX > 2.
Hence we will also use the following notion in the case k = 2.

Definition 3.6. — Let cE∗ be a parabolic sheaf on (X,D). It is called a parabolic
c-parabolic Higgs bundle in codimension k, if the following condition is satisfied:

– There is a Zariski closed subset Z ⊂ D such that dimX − dimZ > k such that
the restriction of cE∗ to (X − Z,D − Z) is c-parabolic bundle.

Remark 3.7. — Actually, the compatibility of the filtration will not be important
in the later argument. So it is not necessary for the reader to care about it. We
include it just to make the statements precise.

3.1.5. The characteristic number for c-parabolic bundle in codimension
two. — For any parabolic bundle cE∗ in codimension two, the parabolic second
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Chern character par-ch2(cE∗) ∈ H4(X,R) is defined as follows:

(10) par-ch2(cE∗) := ch2(cE) −
∑
i∈S

a∈Par(cE∗,i)

a · ιi ∗
(
c1
(
iGrFa (cE)

))

+
1
2

∑
i∈S

a∈Par(cE∗,i)

a2 · rank
(
iGrFa

(
cE

)) · [Di]2

+
1
2

∑
(i,j)∈S2

i=j

∑
P∈Irr(Di∩Dj)

(ai,aj)∈Par(cE∗,P )

ai · aj · rank P GrF(ai,aj)(cE) · [P ].

Let us explain some of the notation:

– ch2(cE) denotes the second Chern character of cE.
– ιi denotes the closed immersionDi −→ X , and ιi ∗ : H2(Di) −→ H4(X) denotes

the associated Gysin map.
– Irr(Di ∩Dj) denotes the set of the irreducible components of Di ∩Dj .
– Let P be an element of Irr(Di ∩ Dj). The generic point of the com-

ponent is also denoted by P . We put PF(a,b) := iFa |P ∩ jFb |P and
P GrFa := PFa

/∑
a′�a

PFa′ . Then rank P GrFa denotes the rank of P GrFa
as an OP -module.

– We put Par(cE∗, P ) :=
{
a
∣∣ P GrFa (cE) �= 0

}
.

– [Di] ∈ H2(X,R) and [P ] ∈ H4(X,R) denote the cohomology classes given by
Di and P respectively.

If X is a compact Kahler manifold with a Kahler form ω, we put as follows:

par-ch2,ω(cE∗) := par-ch2(cE∗)·ωdimX−2, par-c2
2,ω(cE∗) := par-c1(cE∗)2 ·ωdimX−2.

If ω is the first Chern class of an ample line bundle L, we use the notation
par-c2

1,L(cE∗) and par-ch2,L(cE∗). In the case dimX = 2, we have the obvious equal-
ities par-c2

1,L(cE∗) = par-c2
1(cE∗) and par-ch2,L(cE∗) = par-ch2(cE∗).

3.2. Filtered sheaf

3.2.1. Definitions. — Let X be a complex manifold, and D be a simple normal
crossing divisor. A filtered sheaf on (X,D) is defined to be a data E∗ =

(
E,

{
cE

∣∣ c ∈
RS

})
as follows:

– E is a quasi coherent OX -module. We put E := E|X−D.
– cE is a coherent OX -submodule of E for each c ∈ RS such that cE|X−D = E.
– In the case a ≤ b, i.e., qi(a) ≤ qi(b) for each i ∈ S, we have aE ⊂ bE, where qi

denotes the projection onto the i-th component. We also have
⋃

a∈RS aE = E.
– We have a′E = aE⊗O(−∑

nj ·Dj) as submodules of E, where a′ = a−(nj
∣∣ j ∈

S) for some integers nj .
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– For each c ∈ RS , the filtration iF of cE is given as follows:

iFd(cE) :=
⋃

qi(c)≤d
c≤a

aE.

Then the tuple
(
cE, {iF | i ∈ S}) is a c-parabolic sheaf, i.e., the sets

{
a ∈

]ci − 1, ci]
∣∣ i GrFa (cE)

}
are finite.

Remark 3.8. — By definition, we obtain the c-parabolic sheaf cE∗ obtained from
filtered sheaf E∗ for any c ∈ RS , which is called the c-truncation of E∗. On the
other hand, a filtered sheaf E∗ can be reconstructed from any c-parabolic sheaf cE∗.
So we can identify them.

Definition 3.9. — A filtered sheaf E∗ is called a filtered bundle in codimension k,
if any c-truncations are c-parabolic Higgs bundle in codimension k.

Remark 3.10. — In the definition, “any c” can be replaced with “some c”.

A Higgs field of E∗ is defined to be a holomorphic homomorphism θ : E −→
E ⊗ Ω1,0(logD) satisfying θ(cE) ⊂ cE ⊗ Ω1,0

X (logD).

Let E(i)
∗ (i = 1, 2) be a filtered bundle on (X,D). We put as follows:

Ẽ := Hom(E(1),E(2)), aẼ :=
{
f ∈ Ẽ

∣∣ f(cE
(1)

) ⊂ c+aE
(2), ∀c

}
.

Ê := E(1) ⊗ E(2), aÊ :=
∑

a1+a2≤a

a1E
(1) ⊗ a2E

(2).

Then
(
Ẽ, {aẼ}) and

(
Ê, {aÊ}) are also filtered bundles. They are denoted by

Hom
(
E(1)

∗ ,E(2)
∗

)
and E(1)

∗ ⊗ E(2)
∗ .

Let (E∗, θ) be a regular filtered Higgs bundle. Let a and b be non-negative integers.
Applying the above construction, we obtain the parabolic structures and the Higgs
fields on T a,b(E) := Hom

(
E⊗ a,E⊗ b

)
. We denote it by (T a,bE∗, θ).

3.2.2. The characteristic number of filtered bundles in codimension two.
— Let X be a smooth projective variety, and D be a simple normal crossing divisor.
Let E∗ be a filtered bundle in codimension two on (X,D). Let L be an ample line
bundle of X .

Lemma 3.11. — For any c, c′ ∈ RS, we have par-c1(cE∗) = par-c1(c′E∗) in
H2(X,R).

Proof The j-th components of c and c′ are denoted by ci and c′i for any j ∈ S.
Take an element i ∈ S. We have only to consider the case where the j-th components
of c and c′ are same if j �= i. We may also assume c′i ∈ Par(E∗, i

)
and ci < c′i.
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Moreover it can be assumed that ci is sufficiently close to c′i. Then we have the
following exact sequence of OX -modules:

0 −→ cE −→ c′E −→ i GrFc′i
(

c′E|Di

) −→ 0.

We put c := c′i − 1. Then we have the following:

(11) iGrFc (cE) ⊗O(Di) 	 iGrFc′i(c′E), iGrFa (cE) 	 iGrFa (c′E), (c < a < ci).

Therefore we have wt(cE∗, i) = wt(c′E∗, i) − rankGrFc (cE). On the other hand, we
have the following:

c1
(
c′E

)
= c1

(
cE

)
+ c1

(
ι∗ GrFc′(c′E)

)
.

There is a subset W � Di such that GrFc′(c′E)Di−W is isomorphic to a direct sum of
ODi−W . We remark thatH2(X,R) 	 H2(X\W,R), because the codimension ofW in
X is larger than two. Then it is easy to check c1

(
ι∗ GrFc′(c′E)

)
= rankGrFc (cE) · [Di].

Then the claim of the lemma immediately follows.

Corollary 3.12. — For any c, c′ ∈ RS, we have the following:

par-degL(cE∗) = par-degL(c′E∗),
∫
X

par-c2
1,L(cE∗) =

∫
X

par-c2
1,L(c′E∗).

In particular, the characteristic numbers par-degL(E∗) := par-degL(cE∗) and∫
X

par-c2
1,L(E∗) :=

∫
X

par-c2
1,L(cE∗) are well defined.

Remark 3.13. — The μL-stability of a regular filtered Higgs bundle is defined,
which is equivalent to the stability of any c-truncation. Due to Corollary 3.12, it
is independent of a choice of c.

Proposition 3.14. — For any c, c′ ∈ RS, we have the following:∫
X

par-ch2,L(cE∗) =
∫
X

par-ch2,L(c′E∗).

In particular,
∫
X par-ch2,ω(E∗) :=

∫
X par-ch2,ω(cE∗) is well defined.

Proof We have only to show the case dimX = 2. We use the following lemma.

Lemma 3.15. — Let Y be a smooth projective surface, and D be a smooth divisor
of Y . Let F be an OD-coherent module. Then we have the following:∫

X

ch2(ι∗F) = degD F − 1
2

rank(F) · (D,D).

Proof By considering the blow up of D×{0} in Y ×C as in [14], we can reduce
the problem in the case Y is a projective space bundle over D. We can also reduce
the problem to the case F is a locally free sheaf on D. Then, in particular, we may
assume that there is a locally free sheaf F̃ such that F̃|D = F . In the case, we have
the K-theoretic equality ι∗F = F̃ · (O −O(−D)

)
. Therefore we have the following:

ch(ι∗F) = ch(F̃) · (D −D2/2
)

= rank F̃ ·D +
(
−1

2
rank F̃ ·D2 + c1(F̃) ·D

)
.
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Then the claim of the lemma is clear.

Let us return to the proof of Lemma 3.14. We use the notation in the proof of
Lemma 3.11. We have the following equalities:

(12)
∫
X

ch2(c′E) =
∫
X

ch2(cE) + degDi,ω(iGrFc′i(c′E)) − 1
2

rank i GrFc′i(c′E) ·D2
i

=
∫
X

ch2(cE) + degDi,ω(i GrFc (cE)) +
1
2

rank i GrFc (cE) ·D2
i .

Here we have used (11). We also have the following:

(13)

c′i · degDi,L(i GrFc′i(c′E)) = (c+ 1) ·
(
degDi,L(iGrFc (cE)) + rank iGrFc (cE) ·D2

i

)
= c · degDi,L

iGrFc (cE) + deg iGrFc (cE) + (c+ 1) rank i GrFc (cE) ·D2
i .

We remark the isomorphism P GrF(a,c′i)(c′E) 	 P GrF(a,c)(cE) and the following exact
sequence:

0 −→ j GrFa (cE) −→ j GrFa (c′E) −→
⊕

P∈Di∩Dj

P GrF(a,c′i)(c′E) −→ 0.

Hence we obtain the following equality:

a · degDj ,L

(
j GrFa (c′E)

)
= a · degDj ,L

(
j GrFa (cE)

)
+ a ·

∑
P∈Di∩Dj

rankP GrF(c,a)(cE).

We have the following equalities:
(14)
1
2
c′ 2 · rank iGrFc′i(c′E) ·D2

i =
1
2
c2 rank iGrFc (cE) ·D2

i +
(
c+

1
2

)
· rank iGrFc′i(c′E) ·D2

i .

(15) c′i · a · rank P GrF(c′i,a)
(
c′E

)
= c · a · rankP GrF(c,a)(cE) + a · rank P GrF(c,a)(cE).

Then we obtain the following:

(16)

par-ch2,L(c′E∗) − par-ch2,L(cE∗) = degDi,L(i GrFc(cE)) +
1
2

rank iGrFc (cE) ·D2
i

−degDi,L(i GrFc (cE))−(c+1)·rank iGrFc (cE)D2
i −

∑
j =i

∑
P∈Di∩Dj

∑
a

a·rank P GrFa,c(cE)

+
(
c+

1
2

)
rank iGrFc (cE)D2

i +
∑
j =i

∑
P∈Di∩Dj

∑
a

a · rankP GrF(c,a)(cE) = 0.

Thus we are done.
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3.3. Adapted metric

We recall a ‘typical’ example of filtered sheaf. Let E be a holomorphic vector
bundle on X − D. If we are given a hermitian metric h of E, we obtain the OX -
module cE(h) for any c ∈ RS , as is explained in the following. Let us take hermitian
metrics hi of O(Di). Let σi : O −→ O(Di) denote the canonical section. We denote
the norm of σi with respect to hi by |σi|hi . For any open set U ⊂ X , we put as
follows:

Γ
(
U, cE(h)

)
:=

{
f ∈ Γ(U \D,E)

∣∣∣ |f |h = O
(∏

|σi|−ci−ε
hi

)
∀ε > 0

}
.

Thus we obtain the OX -module cE(h). We also put E(h) :=
⋃

c cE(h).

Remark 3.16. — In general, cE(h) are not coherent, and E(h) is not quasi coher-
ent.

Definition 3.17. — Let Ẽ∗ be a filtered vector bundle in codimension k. We put
E := Ẽ = Ẽ|X−D. A hermitian metric h of E is called adapted to the parabolic
structure of Ẽ∗, if the isomorphism E 	 Ẽ is extended to the isomorphisms cE(h) 	
cẼ for any c ∈ RS .

3.4. Perturbation of parabolic structure

Let X be a smooth projective surface, and D be a simple normal crossing divisor
with the irreducible decomposition D =

⋃
i∈S Di. Let (cE,F , θ) be a c-parabolic

Higgs bundle over (X,D). Due to the projectivity of D, the eigenvalues of Resi(θ) ∈
End

(
cE|Di

)
are constant. Hence we obtain the generalized eigen decomposition with

respect to Resi(θ):
iGrFa

(
cE|Di

)
=

⊕
α∈C

iGrF,E(a,α)

(
cE|Di

)
.

Let Ni denote the nilpotent part of the induced endomorphism GrF Resi(θ) on
iGrFa (cE|Di

).

Definition 3.18. — The c-parabolic Higgs bundle (cE,F , θ) is called graded
semisimple, if the nilpotent parts Ni are 0 for any i ∈ S.

For simplicity, we assume ci �∈ Par(cE∗, i
)

for any i, where c = (ci | i ∈ S).

Proposition 3.19. — Let ε be any sufficiently small positive number. There exists
a tuple of the parabolic structure F (ε) =

(
iF (ε)

∣∣ i ∈ S
)

such that the following holds:

– (cE,F
(ε)) is a graded semisimple c-parabolic Higgs bundle.

– We have par-degω(cE,F
(ε)) = par-degω(cE,F ).



3.4. PERTURBATION OF PARABOLIC STRUCTURE 31

– There is a constant C, which is independent of ε, such that the following holds:∣∣∣∣∫
X

par-ch2,ω(cE,F
(ε)) −

∫
X

par-ch2,ω(cE,F )
∣∣∣∣ ≤ C · ε,∫

X

par-c2
1,ω(cE,F

(ε)) =
∫
X

par-c2
1,ω(cE,F ).

– gap(cE,F
(ε)) ≥ ε/r.

Such (cE,F
(ε), θ) is called an ε-perturbation of (cE,F , θ).

Proof To take a refinement of the filtration iF , we see the weight filtration induced
on i GrF . Let η be a generic point of Di. We have the weight filtration Wη of the
nilpotent map Ni,η on i GrF

(
cE|Di

)
η
, which is indexed by Z. Then we can extend

it to the filtration W of i GrF
(
cE|Di

)
in the category of vector bundles on Di due

to dimDi = 1. By our construction, Ni(Wk) ⊂ Wk−2. The endomorphism Resi(θ)
preserves the filtration W on iGrF (cE|Di

), and the nilpotent part of the induced
endomorphisms on GrW iGrF (cE|Di

) are trivial.
Recall that the Higgs field θ induces the Higgs field iθ of the vector bundle cE|Di

on Di with the induced parabolic structure at
⋃
j =iDi ∩Dj . To explain it in terms

of local coordinate, let us take a holomorphic coordinate neighbourhood (UP , z1, z2)
around P ∈ D◦

i such that UP ∩ Di = {z1 = 0}. Then we have the expression
θ = f1(z1, z2) · dz1/z1 + f2(z1, z2) · dz2. Then iθ is given by f2(0, z2) · dz2. The well-
definedness can be checked easily. The Higgs field iθ preserves the parabolic filtration
iF on cE|Di

. Hence the Higgs field iGrF (iθ) of a parabolic bundle iGrF (cE|Di
) is

induced. Since iGrF (iθ) commutes with Resi θ, it preserves the filtration W .

Let us take the refinement of the filtration iF . For any a ∈]ci − 1, ci], we have
the surjection: πa : iFa(cE|Di

) −→ iGrFa (cE|Di
). We put iF̃a,k := π−1

a (Wk). We use
the lexicographic order on ]ci− 1, ci]×Z. Thus we obtain the increasing filtration iF̃

indexed by ]ci−1, ci]×Z. Obviously, the set S̃i :=
{
(a, k) ∈]ci−1, ci]×Z

∣∣ iGr
�F
(a,k) �= 0

}
is finite.

Next, we explain the perturbation of the weight for the parabolic structure. We
put as follows:

ira := rank iGrFa ,
ira,k := rank i Gr

�F
(a,k), r := rankE.

We assume ci �∈ Par(E∗) for each i ∈ S. Let ε be a small positive number such
that 0 < ε < gap(cE∗). Let us take an increasing map ϕi : S̃i −→]ci− 1, ci] satisfying
the following:

–
∣∣ϕi(a, k) − a

∣∣ ≤ ε and
∣∣ϕi(a, k) − ϕi(a, k′)

∣∣ ≥ ε/r if k �= k′.
– The following equality holds:∑

(a,k)∈�Si

ϕi(a, k) · ira,k =
∑
a∈Si

a · ra.
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Then iF̃ and ϕi give the c-parabolic filtration F ′
ε =

(
iF (ε)

∣∣ i ∈ S
)
. We call it

an ε-perturbation of F . Thus we obtain the c-parabolic Higgs bundle
(
cE,F

(ε), θ
)
,

which has the desired properties clearly due to our construction.

The following proposition is standard.

Proposition 3.20. — Assume that
(
cE,F , θ

)
is μL-stable. If ε is sufficiently small,

then any ε-perturbation
(
cE,F

(ε), θ
)

is also μL-stable.

Proof Let cÊ ⊂ cE be a subsheaf such that θ
(
cÊ

) ⊂ cÊ ⊗ Ω1,0(logD). Let F̂

and F̂
(ε)

be the tuples of the filtrations of cÊ induced by F and F (ε) respectively.
There is a constant C, which is independent of choices of cÊ and small ε > 0, such
that the following holds: ∣∣μω(cÊ, F̂ ) − μω(cÊ, F̂

(ε)
)
∣∣ ≤ C · ε.

Therefore, we have only to show the existence of a positive number η satisfying the
inequalities μω(cÊ,F ) + η < μω(cE,F ), for any saturated Higgs subsheaf 0 �= cÊ �

cE under the assumption μL-stability of
(
cE,F , θ

)
. It is standard, so we give only

a brief outline. Due to a lemma of Grothendieck (see Lemma 2.6 in the paper of
Huybrechts and Lehn [20]), we know the boundedness of the family G(A) of saturated
Higgs subsheaves cÊ � cE such that degω(cÊ) ≥ −A for any fixed number A.

Let us consider the case where A is sufficiently large. Then μω(cÊ∗) is sufficiently
small for any cÊ �∈ G(A). On the other hand, since the family G(A) is bounded, the
function μω on G(A) have the maximum, which is strictly smaller than μω(cE∗) due
to the stability. Thus we are done.

3.5. Convergence

We give the definition of convergence of a sequence of parabolic Higgs bundles.
Although we need such a notion only in the case where the base complex manifold
is a curve, the definition is given generally. Let X be a complex manifold, and
D =

⋃
j∈S Dj be a simple normal crossing divisor of X .

Definition 3.21. — Let b be any integer larger than 1. Let
(
E(i), ∂

(i)
,F (i), θ(i)

)
be a sequence of c-parabolic Higgs bundle on (X,D). We say that the sequence{
(E(i), ∂

(i)
,F (i), θ(i))

}
weakly converges to

(
E(∞), ∂

(∞)
,F (∞), θ(∞)

)
in Lpb on X , if

there exist locally Lpb -isomorphisms Φ(i) : E(i) −→ E(∞) on X satisfying the following
conditions:

– The sequence {Φ(i)(∂
(i)

) − ∂
(∞)} weakly converges to 0 locally in Lpb−1 on X .

– The sequence {Φ(i)(θ(i))− θ(∞)} weakly converges to 0 locally in Lpb−1 on X , as
sections of End(E(∞)) ⊗ Ω1,0(logD).

– For simplicity, we assume that Φ(i) are C∞ around D.
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– The sequence {Φ(i)
(
jF (i)

)} converges to jF (∞) in an obvious sense. More pre-
cisely, for any δ > 0, j ∈ S and a ∈]cj − 1, cj], there exists m0 such that
rank jF (∞)

a = rank jF (i)
a+δ and that jF (∞)

a and Φ(i)
(
jF

(i)
a+δ

)
are sufficiently close

in the Grassmaniann varieties, for any i > m0.

The following lemma is standard.

Lemma 3.22. — Let X be a smooth projective variety, and D be a simple nor-
mal crossing divisor of X. Assume that a sequence of c-parabolic Higgs bundles{
(E(i), ∂

(i)
,F (i), θ(i))

}
on (X,D) converges to (E(∞), ∂

(∞)
,F (∞), θ(∞)) weakly in Lpb

on X. Assume that there exist non-zero holomorphic sections s(i) of (E(i), ∂
(i)

) such
that θ(i)(s(i)) = 0 and that s(i)|P ∈ jF0

(
E

(i)
|P
)

for any P ∈ Dj and j ∈ S.

Then there exists a non-zero holomorphic section s(∞) of
(
E(∞), ∂

(∞))
such that

θ(∞)(s(∞)) = 0 and that s(∞)
|P ∈ jF0

(
E

(∞)
|P

)
for any P ∈ D and j ∈ S.

Proof Let us take a C∞-metric h̃ of E(∞) on X . We put t(i) := Φ(i)(s(i)). Since
p is large, we remark that Φ(i) are C0. Hence we have maxP∈X |t(i)(P )|

�h. We may
assume that maxP∈X |t(i)(P )|

�h = 1.

We have Φ(i)(∂
(i)

) = ∂
(∞)

+ai, and hence ∂
(∞)

t(i) = −ai(t(i)). Due to |t(i)| ≤ 1 and
ai −→ 0 in Lpb−1, the Lpb -norm of t(i) are bounded. Hence we can take an appropriate
subsequence {t(i) ∣∣ i ∈ I} which weakly converges to t(∞) in Lpb on X . In particular,
t(i) converges to a section t(∞) in C0. Due to maxP |t(∞)(P )|

�h = 1, the section t(∞)

is non-trivial. We also have ∂
(∞)

t(∞) = 0 in Lpb−1, and hence t(∞) is a non-trivial

holomorphic section of (E(∞), ∂
(∞)

).

Corollary 3.23. — Let (X,D) be as in Lemma 3.22. Assume that a sequence of
c-parabolic Higgs bundles

{
(E(i), ∂

(i)
,F (i), θ(i))

}
on (X,D) weakly converges to both

(E, ∂E ,F , θ) and (E′, ∂E′ ,F ′, θ′) in Lpb on X. Then there exists a non-trivial holo-
morphic map f : (E, ∂E) −→ (E′, ∂E′) on X which is compatible with the parabolic
structures and the Higgs fields.





CHAPTER 4

AN ORDINARY METRIC FOR A PARABOLIC HIGGS

BUNDLE

In this chapter, we would like to explain about an ordinary metric for parabolic
Higgs bundles, which is a metric adapted to the parabolic structure. Such a metric
has been standard in the study of parabolic bundles (for example, see [29]). It gives
a rather good metric when the parabolic Higgs bundle is graded semisimple. The
global construction is given in the subsection 4.3.2. For later argument, we need the
estimates of the curvatures and the connection forms around the divisor, which are
given in the sections 4.1–4.2. Although the estimates looks tiresome, they are quite
standard and easy. We include it just for completeness, and the reader can skip them.

4.1. Around the intersection Di ∩Dj

4.1.1. The construction of a metric. — We put X := {(z1, z2) ∈ C2
∣∣ |zi| < 1},

Di := {zi = 0} and D = D1 ∪D2. Take a positive number ε, and let ωε denote the
following metric, for some positive number N :∑

εN+2 · |zi|2ε · dzi · dz̄i|z|2i
.

Let (cE∗, θ) be a c-parabolic Higgs bundle on (X,D). We put E := cE|X−D. We
take 0 < ε < gap(cE∗)/2. We have the description:

θ = f1 · dz1
z1

+ f2 · dz2
z2
, fi ∈ End(cE).

We have Resi(θ) = fi |Di
.

Assumption 4.1. —

– The eigenvalues of Resi(θ) are constant. The set of the eigenvalues of Resi(θ)
is denoted by Si.
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– We have the decomposition:

cE =
⊕

α∈S1×S2

cEα such that fi(cEα) ⊂ cEα.

– There are some positive constants C and η such that any eigenvalue β of fi |Eα

satisfies |β − αi| ≤ C · |zi|η for α = (α1, α2).

Remark 4.2. — The first condition is satisfied, when we are given a projective sur-
face X ′ with a simple normal crossing divisor D′ and a c-parabolic Higgs bundle
(c′E′∗, θ′) on (X ′, D′), such that (X,D) ⊂ (X ′, D′) and (cE∗, θ) = (c′E′∗, θ′)|X . The
second condition is also satisfied if we replace X with a smaller open subset around
the origin O = (0, 0).

Let us take a holomorphic decomposition cEα =
⊕

a∈R2 Uα,a satisfying the fol-
lowing conditions, where qi denotes the projection onto the i-th component:⊕

b≤a

Uα,b |O = 1Fa1 |O ∩ 2Fa2 |O ∩ cEα |O,
⊕

qi(b)≤a
Uα,b |Di

= cEα |Di
∩ iFa.

Let us take C∞-hermitian metrics h′α,a of Uα,a over X , and we put as follows:

hα,a := |z1|−2a1 · |z2|−2a2 · h′α,a.
Then we obtain the metrics h0 =

⊕
hα,a of E on X − D which is adapted to the

parabolic structure of cE∗. The metric h0 is called an ordinary metric for (cE∗, θ).
We also obtain the C∞-metric h′0 =

⊕
h′α,a of cE on X .

4.1.2. Claim. — In the rest of this section, we will explain the following proposi-
tion. (See the subsection 2.2.1 for F (h0) and R(h0)).

Proposition 4.3. —

– R(h0) is bounded with respect to ωε and h0.
– If (cE∗, θ) is graded semisimple in the sense of Definition 3.18, then F (h0) is

bounded with respect to ωε and h0.

We have F (h0) = R(h0) + [θ, θ†] + ∂h0θ + ∂θ†. We have only to estimate R(h0),
[θ, θ†], ∂h0θ and ∂θ†. We also see an estimate ∂0 − ∂′0. The reader can skip the rest
of this section, if he is not interested in the proof.

4.1.3. The connections and the curvatures. — From the metrics hα,a and h0,
we obtain the (1, 0)-operators ∂α,a and ∂0 over X − D, respectively. We also have
∂′α,a and ∂′0 obtained from h′α,a and h′0 over X , respectively. We have the following
relations:

∂α,a = ∂′α,a −
∑

ai · dzi
zi

· idUα,a , ∂0 =
⊕

∂α,a, ∂′0 =
⊕

∂′α,a.
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We put as follows:

A = A1 +A2, Ai =
⊕(

−ai dzi
zi

)
· idUα,a .

Then we have ∂0 = ∂′0 + A. As for the curvatures, we have R(h0) = R(h′0), which is
bounded with respect to h0 and ωε.

4.1.4. The estimate related to the Higgs field in the graded semisimple
case. — In this subsection, we will assume that (cE∗, θ) is graded semisimple. We
have the natural decompositions fi =

⊕
fiα for i = 1, 2, where fiα ∈ End(cEα). We

also have fiα = αi · idcEα +Niα for i = 1, 2, where Ni,α are nilpotent maps.

Lemma 4.4. — If (cE∗, θ) is graded semisimple, we have
∣∣Ni,α∣∣h0

≤ C · |zi|2ε for
some positive constant C.

Proof Since (cE∗, θ) is graded semisimple, we have N1 α |D1

(
1Fa

) ⊂ 1F<a. We
also have N1 α |D2

(
2Fa

) ⊂ 2Fa. Then we obtain the estimate in the case i = 1.
Similarly we can obtain the estimate in the case i = 2.

Since the decomposition of E =
⊕
Eα is orthogonal with respect to h0, the ad-

joint f †
i of fi with respect to h0 preserves the decomposition. Hence we have the

decomposition f †
i =

⊕
f †
iα, and f †

iα is adjoint of fiα with respect to hα,a.

Lemma 4.5. — If (cE∗, θ) is graded semisimple, then
[
θ, θ†

]
is bounded with respect

to h0 and ωε.

Proof It immediately follows from
[
fi, f

†
j

]
=

⊕
α

[
Ni,α, N

†
j,α

]
and Lemma 4.4.

Next we would like to estimate ∂0θ.

Lemma 4.6. — If (cE∗, θ) is graded semisimple, then ∂0

(
Ni,α · dzi/zi

)
are bounded

with respect to ωε and h0.

Proof Let us show the claim in the case i = 1. The case i = 2 is similar. We have
the decomposition:

N1,α =
∑
a,b

N1,α,a,b, N1,α,a,b : Uα,a −→ Uα,b.

Since we have N1 α |D1

(
1Fa

) ⊂ 1F<a and N1 α |D2

(
2Fa

) ⊂ 2Fa, we obtain the follow-
ing vanishings, where qi denotes the projection onto the i-th component:

(17)

⎧⎨⎩
N1,α,a,b |D1 = 0 (if q1(a) ≤ q1(b)),

N1,α,a,b |D2 = 0 (if q2(a) < q2(b)).
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Due to ∂0 = ∂′0 +A, we have the following:

∂0

(
N1,α,a,b

dz1
z1

)
= ∂′0

(
N1,α,a,b

dz1
z1

)
+
[
A2, N1,α,a,b

dz1
z1

]
.

Then the first term G(α,a, b) := ∂′0
(
N1,α,a,b · dz1/z1

)
is the C∞-section of

Hom(Uα,a, Uα,b)⊗ dz2 ⊗ dz1/z1. Due to (17), the restriction of G(α,a, b) to D1 is 0
if q1(a) ≤ q1(b), and the restriction to D2 is 0 if q2(a) < q2(b). Therefore, we obtain
the boundedness of G(α,a, b) with respect to ωε and h0. Let us estimate the second
term F (α,a, b) :=

[
A2, N1,α,a,b · dz1/z1

]
, which is a C∞-section of the following:

Hom(Uα,a, Uα,b) ⊗ dz2
z2

⊗ dz1
z1
.

Due to (17), the restriction of F (α,a, b) to D1 is 0 if q1(a) ≤ q1(b), and the restriction
to D2 is 0 if q2(a) < q2(b). Moreover, we obtain the vanishing of the restriction to
D2 in the case q2(a) = q2(b) from the commutativity of N1,α,a,b and A2 in the case.
Therefore we obtain the boundedness of F (α,a, b) with respect to h0 and ωε. In all,
we obtain the desired boundedness.

Lemma 4.7. — If (cE∗, θ) is graded semisimple, then ∂0θ and ∂θ† are bounded with
respect to ωε and h0.

Proof Since we have ∂0

(
α1 · idEα ·dz1/z1

)
= 0, the boundedness of ∂0θ immedi-

ately follows from Lemma 4.6. Since ∂θ† is adjoint of ∂0, we also obtain the bound-
edness of ∂θ†.

Now Proposition 4.3 immediately follows from the result in the subsection 4.1.3,
Lemma 4.5 and Lemma 4.7.

4.2. Around a smooth point of the divisor

4.2.1. The setting. — Let Y be a complex manifold, and L be a line bundle
on Y . Let π : L −→ Y denote the projection, and σ denote the canonical section
L −→ π∗L. Let

∣∣ · ∣∣ denote the hermitian metric of L. We use the same notation for
the pull back of | · | via π. We put DL(1) :=

{
(x, v)

∣∣ x ∈ Y, v ∈ Lx, |v| < 1
}
. We

have the natural complex structure of DL(1) as a submanifold of L, which is denoted
by JDL(1). Let J denote any other integrable complex structure of DL(1) such that

J − JDL(1) = O(|σ|). Let ∂ and ∂̂ denote the (0, 1)-operator determined by JDL(1)

and J respectively. Similarly we use the notation ∂ and ∂̂.
Let ωDL(1) be a Kahler form of

(
DL(1), J

)
. Take a small positive number ε and

C, and take a large real number N . Then we put as follows:

ωε := ωDL(1) + C · εN√−1∂∂|σ|2ε.
We remark the following obvious lemma.
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Lemma 4.8. — We put sY := ∂ − ∂̂ ∈ Ω1
DL(1). Then we have sY = O(|σ|), and

∂sY is bounded with respect to ωDL(1). We also have ∂sY = O(|σ|2ε) with respect to
ωε (ε > 0).

Let (E, ∂̂) be a holomorphic vector bundle on (DL(1), J). We put EY := E|Y , and
let F be a filtration of EY in the category of holomorphic vector bundles, indexed by
]c− 1, c]. In other words, E∗ = (E,F ) is a c-parabolic bundle on (DL(1), Y ). Let us
take a positive number ε such that 2ε < gap(E∗).

Remark 4.9. — For the consistency of the notation, it may probably be better to
use cE instead of E. But we omit to denote the subscript c for the simplicity of the
notation.

Let θ be a Higgs field of the c-parabolic bundle E∗. We put f := Res(θ) ∈
End(EY ).

Assumption 4.10. — The eigenvalues of f are assumed to be constant on Y .

Remark 4.11. — The condition is satisfied if there exists a smooth projective vari-
ety Y ′ with a normal crossing divisor D′ and a c-parabolic Higgs bundle (E′

∗, θ
′) on

(Y ′, D′) such that (Y,D) ⊂ (Y ′, D′) and (E′∗, θ′)|(Y,D) = (E∗, θ).

We have the generalized eigen decomposition EY =
⊕

GrE
α(EY ) with respect to

f . We also have the generalized eigen decomposition GrFa (EY ) =
⊕

αGrF,E(a,α)(EY ) of

GrF (EY ) with respect to GrF (f). Then we put as follows, for u ∈ R × C:

ÊY,u := GrF,Eu (EY ), ÊY :=
⊕

ÊY,u.

We use the C∞-identifications of E, π∗EY and π∗ÊY , which is taken as follows:

– We take a C∞-isomorphism Φ : E 	 π∗EY for which we have Φ(∂̂E)−∂π∗EY =
O(|σ|) with respect to ωDL(1) and any C∞-metric of E.

– On the other hand, we take C∞-splittings of the surjections GrE
α(EY ) ∩ Fa −→

GrF,E(a,α)(EY ). The image of the splittings are denoted by Gu. Then we have the
C∞-decomposition EY =

⊕Gu, and we naturally obtain the C∞-isomorphism
EY 	 ÊY . It induces the C∞-isomorphism π∗EY 	 π∗ÊY .

Via the identifications, we obtain the C∞-decomposition E =
⊕
Eu.

4.2.2. The construction of a metric. — Let hY,u be a C∞-metric of ÊY,u, and
we put hY :=

⊕
hY,u. It gives the C∞-metric of ÊY = EY . We put as follows:

h′0 := π∗hY =
⊕

π∗hY,(a,α), h0 :=
⊕

π∗hY,(a,α) · |σ|−2a.

The metric h′0 is the C∞-metric of E = π∗EY = π∗ÊY . The metric h0 is the C∞-
metric of E|DL(1)−Y , which is adapted to the parabolic structure. It is called an
ordinary metric for (E∗, θ).
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In the following, let ∂π∗ �EY ,h0
denote the (1, 0)-operators obtained from ∂π∗ �EY

, the
hermitian metric h0 and the complex structure JDL(1) of DL(1), for example. The
curvature is denoted by R(h0, ∂π∗ �EY

). We will use similar notation for the other
operators. We have the following relation:

∂π∗ �EY ,h0
= ∂π∗ �EY ,h′

0
+ γ, γ :=

⊕(−a · ∂ log |σ|2 idE(a,α)

)
.

4.2.3. Claim. — In the rest of this section, we will give estimates of R(h0) and
F (h0).

Lemma 4.12. — R(h0, ∂̂E) is bounded with respect to ωε and h0. More strongly, we
have the following estimate, with respect to h0 and ωε:

R(h0, ∂̂E) −
⊕(

π∗R(hY,(a,α), ∂EY,(a,α)) + ∂∂ log |σ|−2a
)

= O
(|σ|ε).

Proposition 4.13. — If (E∗, θ) is graded semisimple, F (E, ∂̂E , h0, θ) is bounded.

The reader, who is uninterested in the proof, can skip the rest of this section.

4.2.4. The difference of ∂-operators. — We put S := ∂EY − ∂
�EY

. We have the
decomposition S =

∑
Su,u′ , where Su,u′ ∈ Hom(Gu,Gu′) ⊗ Ω0,1

Y . Obviously, we have
∂π∗EY = ∂π∗ �EY

+ π∗S. Due to our identification given in the subsection 4.2.1. We
also have the following vanishing, for u = (a, α) and u′ = (a′, α′):

(18) Su,u′ = 0 unless α = α′ and a > a′.

Lemma 4.14. —

– π∗S = O
(|σ|2ε) with respect to h0 and ωε.

– ∂π∗ �EY ,h′
0
(π∗S),

[
π∗S, γ

]
and ∂π∗ �EY ,h0

(π∗S) are O(|σ|ε) with respect to h0 and
ωε.

Proof The first claim is clear from (18). The estimate for ∂π∗ �EY ,h′
0
(π∗S) is ob-

tained from the following equality and (18):

∂π∗ �EY ,h′
0
(π∗S) =

∑
π∗(∂

�EY ,hY
Su,u′

)
.

The estimate for
[
π∗S, γ

]
follows from the first claim. The estimate for ∂π∗ �EY ,h0

π∗S
follows from those for ∂π∗ �EY ,h′

0
π∗S and

[
π∗S, γ

]
.

The next lemma is clear.

Lemma 4.15. — π∗S is bounded with respect to h′0 and ωDL(1). ∂π∗ �EY ,h′
0
(π∗S) is

bounded with respect to h′0 and ωDL(1).
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We put T := ∂̂E − ∂π∗EY . We have the decomposition:

T =
∑

Tu,u′ , Tu,u′ ∈ Hom(Eu, Eu′) ⊗ Ω1
DL(1).

We have T = O(|σ|) with respect to h′0 and ωDL(1).

Lemma 4.16. —

– ∂π∗ �EY ,h′
0
(T ),

[
γ, T

]
and ∂π∗ �EY ,h0

(T ) are bounded with respect h′0 and ∂∂|σ|2 +
|σ| · ω|DL(1).

– We have T = O(|σ|2ε) with respect to h0 and ωDL(1).
– ∂π∗ �EY ,h′

0
T ,

[
γ, T

]
and ∂π∗ �EY ,h0

T are O(|σ|2ε) with respect to h0 and ωε.

Proof The first two claims are clear. The third claim follows from the first claim.

We put Q = π∗S + T , and then we have ∂̂E = ∂π∗ �EY
+Q.

Corollary 4.17. —

– Q = O(|σ|2ε) with respect to ωε and h0.
– ∂π∗ �EY ,h′

0
Q,

[
γ,Q

]
and ∂π∗ �EY ,h′

0
Q are O(|σ|ε) with respect to ωε and h0.

4.2.5. The connection and the curvature. — Let ∂̂E,h0 denote the (1, 0)-

operator obtained from ∂̂E , the metric h0 and the complex structure J of DL(1).

We would like to estimate ∂̂E,h0 − ∂π∗ �EY ,h0
and the curvature R(h0, ∂̂E).

Lemma 4.18. — We have ∂̂E,h0 = ∂π∗ �EY ,h0
−Q†

h0
+ sY · idE. Here Q†

h0
denotes the

adjoint of Q with respect to h0.

Proof We have the following equalities, for C∞-sections u and v of E:

∂h0(u, v) = h0

(
∂π∗ �EY ,h0

u, v
)

+ h0

(
u, ∂π∗ �EY

v
)

∂̂h0(u, v) = h0

(
∂̂E,h0u, v

)
+ h0

(
u, ∂̂Ev

)
.

Since we have ∂̂ − ∂ = sY , the claim immediately follows.

Lemma 4.19. — We have Q†
h0

= O(|σ|2ε) and ∂π∗ �EY
Q†
h0

= O(|σ|ε) with respect to
ωε and h0.

Proof It immediately follows from Corollary 4.17.

Similarly, we also have the following.

Lemma 4.20. — We have the formula ∂̂E,h′
0

= ∂π∗ �EY ,h′
0
− Q†

h′
0

+ sY · idE and the

boundedness of Q†
h′
0

and ∂π∗ �EY ,h0
Q†
h′
0
.
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Now we give the proof of Lemma 4.12. We have the following equalities:

(19) R(h0, ∂̂E) =
[
∂̂E , ∂̂E,h0

]
=

[
∂π∗ �EY

+Q, ∂π∗ �EY ,h0
−Q†

h0
+ sY · idE

]
= R(h0, ∂π∗ �EY

) − ∂π∗ �EY
Q†
h0

+ ∂π∗ �EY ,h0
Q+ (∂sY ) · idE −[Q,Q†

h0

]
.

The first term in the right hand side is as follows:

R(h0, ∂π∗ �EY
) =

⊕(
π∗R(hY,(a,α), ∂EY,(a,α)) + ∂∂ log |σ|−2a

)
.

Then the proof of Lemma 4.12 is immediately obtained.

4.2.6. The estimate for the Higgs field. — In this subsection, we assume that(
E∗, θ

)
is graded semisimple. We would like to estimate F (h0). We put ρ0 :=⊕

α · idE(a,α) . Let P be any point of Y . Let (U, z1, z2) be a holomorphic coordi-
nate neighbourhood of

(
DL(1), J

)
around P such that U ∩ Y = {z1 = 0}. We are

given the Higgs field:

θ = f1 · dz1
z1

+ f2 · dz2.
Since f2 |Y preserves the filtration F , f2 is bounded with respect to h0. We have the
decomposition:

f2 =
∑

f2,u,u′ , f2,u,u′ ∈ Hom(Eu, Eu′).

Then we have f2,u,u′ |Y = 0 for u = (a, α) and u = (a′, α′) unless α = α′ and a ≥ a′.

Lemma 4.21. — If (E∗, θ) is graded semisimple, then [ρ̄0, f2] is estimated as O(|σ|)
with respect to h′0 and as O(|σ|2ε) with respect to h0.

Proof We have the following:

[ρ̄0, f2] =
∑

u=(a,α)
u′=(a′,α′)

(
ᾱ′ − ᾱ

)
f2,u,u′ .

Hence we have [ρ̄0, f2]|Y = 0. Then the claim immediately follows.

Let us see f1. Due to the graded semisimplicity of (E∗, θ), we have (f1−ρ0)|Y
(
Fa

) ⊂
F<a. Hence f1 − ρ0 is O(|σ|ε) with respect to h0.

Lemma 4.22. — If (E∗, θ) is graded semisimple, then f1 · dz1/z1 − ρ0 · ∂ log |σ|2 is
O(|σ|ε) with respect to ωε and h0.

Proof Let ζ be a function on U , which is holomorphic with respect to JDL(1), such
that ζ is a defining equation of U ∩ Y . Then we have |σ|2 = |ζ|2 · τ for some positive
function τ . Since we have J − JDL(1) = O(|σ|), there is a function a : U ∩ Y −→ C

such that ζ = a(z1) · z1 +O(|z1|2). Then we have dζ/ζ = dz1/z1 +O(1) with respect
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to ωDL(1). Therefore, we obtain ∂ log |σ|2 − dz1/z1 = O(1) with respect to ωDL(1).
Hence we have the following estimate with respect to ωε and h0:

f1
dz1
z1

− ρ0 · ∂ log |σ|2 = (f1 − ρ0) · dz1
z1

+ f0

(
dz1
z1

− ∂ log |σ|2
)

= O(|σ|ε).

Thus we are done.

Lemma 4.23. — If (E∗, θ) is graded semisimple, then [θ, θ†] is bounded with respect
to ωε and h0.

Proof We put θ1 = f1·dz1/z1, θ2 = f2·dz2 and θ0 = ρ0·dz1/z1. We have
[
θ1, θ

†
1

]
=[

θ1−θ0, θ†0
]
+
[
θ0, (θ1−θ0)†

]
+
[
θ1−θ0, (θ1−θ0)†

]
. Therefore it is bounded with respect

to ωε and h0, due to Lemma 4.22. We have
[
θ2, θ

†
1

]
=
[
θ2, θ

†
0

]
+
[
θ2, θ

†
1−θ†0

]
= O(|ζ|ε)

with respect to ωε and h0, due to Lemma 4.21. The boundedness of [θ2, θ
†
2] with

respect to ωε and h0 is clear.

Lemma 4.24. — If (E∗, θ) is graded semisimple, then ∂̂E,h0θ and ∂̂Eθ† are bounded
with respect to h0 and ωε.

Proof We have ∂̂E,h0θ = ∂π∗ �EY ,h0
θ + [γ, θ] + [−Q†

h0
, θ]. We use the notation in

the proof of Lemma 4.23. We have θ = θ1 + θ2.
First, let us see the estimate related to θ2. Since ∂π∗ �EY ,h′

0
θ2 is a C∞-section of

End(E) ⊗ Ω2, it is easy to obtain the boundedness with respect to ωε and h0. The
boundedness of [θ2, Q†] easily follows from the estimates for θ2 and Q†. We have[

θ2, γ
]

= −
∑

u=(a,α)
u′=(a′,α′)

f2,u,u′ · (a− a′) · ∂ log |σ|2 · dz2.

We have f2,u,u′ · (a− a′)|Y = 0 unless a > a′, and hence we obtain the boundedness
of

[
θ2, γ

]
with respect to h0 and ωε.

Next we see the estimate related to θ1 = f1 ·dz1/z1. We have the following equality:

∂π∗ �EY ,h′
0

(
f1 · dz1

z1

)
= ∂π∗ �EY ,h′

0
(f1 − ρ0) · dz1

z1
+ f1 · (∂ − ∂̂)

dz1
z1
.

Here we have used ∂π∗ �EY ,h′
0
(ρ0) = 0 and ∂̂(dz1/z1) = 0. Since we have ∂

�EY ,h′
0

(
(f1 −

ρ0)|Y
)
(Fa) ⊂ F<a ⊗ Ω1

Y , it is easy to see that the term ∂π∗ �EY ,h′
0
(f1 − ρ0) · dz1z1 is

bounded with respect to ωε and h0. Since f1 is bounded with respect to h0, and since
(∂ − ∂̂)(dz1/z1) = sY (dz1/z1) is bounded with respect to ωε, the term f1 · (∂ − ∂̂)dz1z1
is also bounded with respect to h0 and ωε. Thus we obtain the boundedness of
∂π∗ �EY ,h′

0
(θ1). The boundedness of [θ1, Q†] follows from the estimate of θ1 and Q† =

O(|σ|ε) with respect to h0 and ωε. Finally, we have

[θ1, γ] =
[
(f1 − ρ0)

dz1
z1
, γ

]
,
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and ∂ log |σ|2 − dz1/z1 = O(1) with respect to ωDL(1). Thus it is easy to check the
boundedness of [θ1, γ] with respect to ωε and h0.

Now, Proposition 4.13 immediately follows from Lemma 4.12, Lemma 4.23 and
Lemma 4.24.

4.3. Global ordinary metric

4.3.1. Decomposition and metric of a base space. — Let X be a smooth
projective surface, and D be a simple normal crossing divisor with the irreducible
decomposition D =

⋃
i∈S Di. Let L be an ample line bundle on X , and ω be a Kahler

form which represents c1(L).
For any point P ∈ Di ∩Dj , we take a holomorphic coordinate (UP , zi, zj) around

P such that UP ∩Dk = {zk = 0} (k = i, j) and UP 	 Δ2 by the coordinate.
Let us take a hermitian metric gi of O(Di) and the canonical section O −→ O(Di)

is denoted by σi. We may assume |σk|2gk
= |zk|2 (k = i, j) on UP for P ∈ Di ∩Dj .

Let us take a hermitian metric g of the tangent bundle TX such that g = dzi ·
dz̄i+dzj ·dz̄j on UP . It is not necessarily same as ω, and not necessarily Kahler. The
metric g induces the exponential map exp : TX −→ X .

Let NDiX denote the normal bundle of Di in X . We can take a sufficiently
small neighbourhood U ′

i of Di in NDiX such that the restriction of exp|U ′
i

gives
the diffeomorphism of U ′

i and the neighbourhood Ui of Di in X . We may assume
Ui ∩ Uj =

∐
P∈Di∩Dj

UP and Ui =
{|σi|gi < 1

}
.

Let pi denote the diffeomorphism exp|Ui
: Ui −→ U ′

i . Let πi denote the natu-
ral projection U ′

i −→ Di. Via the diffeomorphism pi, we also have the C∞-map
Ui −→ Di, which is also denoted by πi. On UP , πi is same as the natural projection
(zi, zj) �−→ zj .

Via pi, we have two complex structure ∂U ′
i

and ∂Ui on Ui. Due to our choice of the
hermitian metric g, pi preserves the holomorphic structure (i.e., ∂U ′

i
−∂Ui = 0) on UP .

The derivative of pi gives the isomorphism of the complex bundles T (NDi(X))|Di
	

TDi ⊕NDiX 	 TX|Di
on Di. Hence we have the estimate ∂

′
Ui

− ∂Ui = O
(|σi|).

Let ε be any number such that 0 < ε < 1/2. Let us fix a real number N , which is
sufficiently large, say N > 10. We put as follows, for some positive number C > 0:

ωε := ω +
∑
i

C · εN · √−1∂∂|σi|2εgi
.

Proposition 4.25. — If C is sufficiently small, then ωε are Kahler metrics of X−D
for any 0 < ε < 1/2.
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Proof We put φi := |σi|2gi
. We have

√−1 ·∂∂φεi =
√−1 · ε2 ·φεi ·∂ logφi ·∂ logφi+√−1 · ε · φεi · ∂∂ logφi. Hence the claim of Proposition 4.25 immediately follows from

the next lemma.

Lemma 4.26. — We put ft(ε) := εl ·t2ε for 0 < ε ≤ 1/2 and for l ≥ 1. The following
inequality holds:

(20) ft(ε) ≤
(

l

− log t2

)l
· e−l (0 < t < e−l)

(21) ft(ε) ≤
(

1
2

)l
· t (t ≥ e−l)

Proof We have f ′
t(ε) = εl−1t2ε · (l + ε log t2

)
. If t < e−l, we have ε0 := l ×

(− log t2)−1 < 1/2 and f ′
t(ε0) = 0. Hence ft takes the maximum at ε = ε0, and we

obtain (20). If t ≥ e−1, we have f ′
t(ε) > 0 for any 0 < ε < 1/2, and thus ft(ε) takes

the maximum at ε = 1/2. Thus we obtain (21).

Lemma 4.27. — Let τ be a closed 2-form on X −D which is bounded with respect
to ωε. Then the following formula holds:∫

X−D
ω · τ =

∫
X−D

ωε · τ.

In particular, we also have
∫
X ω

2 =
∫
X−D ω

2
ε .

Proof The first claim follows from Stokes formula. We remark that ∂|σi|2εgi
are

bounded with respect to ωε, and hence it is easy to check that the contributions of
∂|σi|2εgi

· τ vanish. The second claim immediately follows from the first one.

The Kahler forms ωε behave well around any point of D in the following sense,
which is clear from the construction.

Lemma 4.28. — Let P be any point of Di∩Dj . Then there exist positive constants
Ci(ε) (i = 1, 2) such that the following holds on UP , for any 0 < ε < 1/2

C1 · ωε ≤
√−1 · εN+2 ·

(
dzi · dz̄i
|zi|2−2ε

+
dzj · dz̄j
|zj|2−2ε

)
+
√−1

(
dzi · dz̄i + dzj · dz̄j

) ≤ C2 · ωε.

Let Q be any point of D◦
i , and (U,w1, w2) be a holomorphic coordinate around Q such

that U ∩Di = {w1 = 0}. Then there exist positive constants Ci (i = 1, 2) such that
the following holds for any 0 < ε < 1/2 on U :

C1 · ωε ≤
√−1 · εN+2 ·

(
dw1 · dw̄1

|w1|2−2ε

)
+
√−1

(
dw1 · dw̄1 + dw2 · dw̄2

) ≤ C2 · ωε.

Lemma 4.29 (Simpson [45], Li [29]). — Let us consider the case ε = 1/m for
some positive integer m. Then the metric ωε satisfies Condition 2.2.
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Proof We use the argument of Simpson in [45]. The first condition is easy to
check. Since we have assumed that D is ample, we can take a C∞-metric | · | of
O(D) with the non-negative curvature. We put φ := − log |1|. Then

√−1∂∂φ is non-
negative C∞-two form, and it is easy to check that the second condition is satisfied.

To check the condition 3, we give the following remark: Let P be a point of Di∩Dj .
For simplicity, let us consider the case (i, j) = (1, 2). We put VP :=

{
(ζ1, ζ2)

∣∣ |ζi| <
1
}
. Let us take the ramified covering ϕ : VP −→ UP given by (ζ1, ζ2) �−→ (ζm1 , ζm2 ).

Then it is easy to check that ϕ−1ωε naturally gives the C∞-form on VP , which is
Kahler.

If f is a bounded positive function on UP \ D satisfying Δωε(f) ≤ B for some
constant B, we obtain Δ

�ω

(
ϕ∗f

) ≤ B on VP − ϕ−1(D ∩ UP ). Since ω̃ is C∞ on VP ,
we may apply the argument of Proposition 2.2 in [45]. Hence Δ

�ω

(
ϕ∗f

) ≤ B holds
weakly on VP . Then we can apply the arguments of Proposition 2.1 in [45], and we
obtain an appropriate estimate for the sup norm of f . By a similar argument, we
obtain such an estimate around any smooth points of D. Thus we are done.

4.3.2. A construction of an ordinary metric of the bundle. — Let (cE∗, θ)
be a c-parabolic Higgs bundle on (X,D). In the following, we shrink the open sets Ui
without mentioning, if it is necessary. For each point P ∈ Di ∩Dj, we may assume
that there is a decomposition, as in the section 4.1.

(22) cE|UP
=

⊕
PUa,α.

We can take a C∞-isomorphism iΦ : π∗
i

(
cE|Di

) 	 cE on Ui, satisfying the following:

– iΦ(∂π∗
i (cE|Di

)) − ∂cE = O(|σi|gi).
– The restriction of iΦ to Di is the identity.
– The restriction of iΦ to UP is holomorphic.
– The decomposition (22) induces the decompositions of cE|UP

and π∗
i

(
cE|Di

)
|UP

.
The restriction of iΦ to UP preserves the decompositions.

We take the C∞-decomposition cE|Ui
=

⊕
i
cEu, as in the section 4.2. We may

assume that the following holds on UP :
i
cEu |UP

=
⊕

qi(a,α)=u

PUa,α.

Here (a,α) denotes an element (ai, aj , αi, αj) ∈ R2×C2, and qi(a,α) denotes (ai, αi).
We will use a similar notation. We can take a hermitian metric h′0 of cE satisfying
the following:

– The decompositions cE|UP
=

⊕
PUa,α and cE|Ui

=
⊕

i
cEu are orthogonal

with respect to h′0. Thus we have the decompositions h′0 =
⊕

Ph′a,α on UP ,
and h′0 =

⊕
ih′u on Ui.

– We put h′0Di
:= h′0 |Di

. Then we have iΦ(π∗
i h

′
0Di

) = h′0 on Ui. We have the
decomposition h0Di =

⊕
h′uDi

.



4.3. GLOBAL ORDINARY METRIC 47

We put D◦
i := Di \

⋃
j =iDj . By modifying h′0Di

, we take a C∞-hermitian metric
h0Di of cE|D◦

i
satisfying the following:

– The decomposition cE|D◦
i

=
⊕

iEu |D◦
i

are orthogonal. Hence we have the
decomposition h0Di =

⊕
huDi .

– Recall we have the decomposition on UP ∩Di for P ∈ Di ∩Dj , which induces
the following:

i
cEu |D◦

i ∩UP
=

⊕
qi(a,α)=u

Ua,α |D◦
i ∩UP

.

On UP ∩D◦
i , huDi are assumed to be same as⊕

qi(a,α)=u

h′a,α |Di
· |zj|−2aj .

Then we can take a C∞-metric h0 of E on X −D satisfying the following:

– The decompositions E|UP \D =
⊕

PUa,α |UP \D and E|Ui\D =
⊕

iUa,α |Ui\D are
orthogonal with respect to h0. Thus we have the decomposition h0 =

⊕
Pha,α

on UP \D and h0 =
⊕

ihu on Ui \D.
– Pha,α = |zi|−2ai · |zj |−2aj · Ph′a,α.
– ihu = π∗

i hu,Di · |σi|−2ai
gi

.

Such a hermitian metric h0 is called an ordinary metric of (cE∗, θ).
We can apply the results in the section 4.1 to h0 |UP

, and the results in the section
4.2 to h0 |Ui

. In particular, we can show the following lemma.

Lemma 4.30. — If (cE∗, θ) is graded semisimple, then F (h0) is bounded with respect
to h0 and ωε.

Proof It follows from Proposition 4.3 and Proposition 4.13.

We will see that the integrations of the characteristic classes obtained from h0

has nice properties in the rest of this section. (Corollary 4.34, Proposition 4.35 and
Corollary 4.42.)

4.3.3. Preliminary for the calculus of the integrations. — We put A :=
∂E,h0 − ∂E,h′

0
. On UP , we have the following:

A−
⊕
a,α

(∑
−ai dzi

zi
· idPUa,α

)
= 0, R(h0) = R(h′0) =

⊕
R(Phu) =

⊕
R(Ph′u).

Lemma 4.31. — On UP , we have the following formula with respect to h0 and ωε:

(23) tr
(
A ·R(h0)

)
= tr

(
A · R(h′0)

)
=

∑(
−ai dzi

zi
− aj

dzj
zj

)
· trR(Pha,α)

=
∑(

−ai dzi
zi

− aj
dzj
zj

)
· trR(Ph′a,α).
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We put U
i := Ui \
(
D ∪∐

P∈Di∩Dj
UP

)
. On U
i , we have the following estimate

with respect to h0 and ωε:

A−
⊕
(a,α)

(−a · ∂ log |σi|2
) · idiEa,α

= O(|σi|ε).

We also have the following estimate with respect to ωε and h0 on U
i :

R(h0) −
⊕
(a,α)

(
π∗
iR

(
iGrF,E(a,α)(E|D◦

i
), ha,αDi

)− a · ∂∂ log |σi|2 · idiEa,α

)
= O(|σi|ε).

Here we have used the natural identification of icEu |D◦
i

and i GrF,Eu (cE|Di
).

Lemma 4.32. — On U
i , we have the following estimate with respect to ωε:

(24) Tr(A ·R(h0)) = −
∑
a,α

π∗
i Tr

(
R
(
i GrF,Ea,α

(
cE|Di

)
, huDi

)) · a · ∂ log |σi|2

+
∑
a,α

rank iGrF,Ea,α

(
cE|Di

) · a2 · ∂∂ log |σi|2 · ∂ log |σi|2 +O(|σi|ε).

We also have the following estimate, with respect to ωε:

Tr(A · R(h′0)) = −
∑

π∗
i Tr

(
R
(
i GrF,Eu (cE|Di

), h′uDi

)) · a · ∂ log |σi|2 +O(|σi|ε).

4.3.4. par-c2
1(cE). —

Lemma 4.33. — (√−1
2π

)2 ∫
X−D

(
trR(h0)

)2
=

∫
X

par-c2
1(cE∗).

Proof We have the following, where A := ∂E,h0 − ∂E,h′
0
:(

trR(h0)
)2 =

(
trR(h′0)

)2 + trR(h′0) · ∂ trA+ trR(h0) · ∂ trA.

We have the following equality:(√−1
2π

)2

·
∫
X−D

(
trR(h′0)

)2
=

∫
X

c1(cE)2,

By using the estimates in the subsection 4.3.3, we obtain the following:

(25)
(√−1

2π

)2 ∫
X−D

trR(h′0) · ∂ trA =
∑
i

√−1
2π

∫
Di

trR(h′0Di
) · (−wt(cE∗, i))

=
∑
i

−wt(cE∗, i) · degDi
(cE|Di

) = −
∑
i

wt(cE∗, i)
∫
X

c1(cE) · [Di]
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We also have the following:

(26)
(√−1

2π

)2 ∫
X−D

trR(h0) · ∂ trA

=
∑
i

(−wt(cE∗, i))
√−1
2π

∫
Di

trR(h0Di) +
(−wt(cE∗, i)

)2√−1
2π

∫
Di

∂∂ log |σi|2

We have the canonically induced parabolic structure of cE|Di
at Di∩

⋃
j =iDj , which

is denoted by cE|Di ∗. Then we have the following equality:
√−1
2π

∫
Di

trR(h0Di) = par-degDi
(cE|Di ∗) = degDi

(cE)−
∑
j =i

wt(cE∗, j)·
∫
X

[Di]·[Dj].

We also have the following:
√−1
2π

∫
Di

∂∂ log |σi|2 =
∫
X

[Di]2.

Thus we obtain the following:

(27)
(√−1

2π

)2 ∫
X−D

trR(h0) · ∂ trA

= −
∑
i

wt(cE∗, i)
∫
X

c1(cE) · [Di] +
∑
i

∑
j =i

wt(cE∗, i) · wt(cE∗, j)
∫
X

[Di] · [Dj]

+
∑
i

wt(cE∗, i)2 ·
∫
X

[Di]2

= −
∑
i

wt(cE∗, i)
∫
X

c1(cE) · [Di] +
∑
i

∑
j

wt(cE∗, i) · wt(cE∗, j)
∫
X

[Di] · [Dj ].

Then the claim of the lemma immediately follows.

Corollary 4.34. —(√−1
2π

)2 ∫
X−D

(
trF (h0)

)2 =
∫
X

par-c2
1(cE∗).

Proof Since we have
(
trF (h0)

)2 =
(
trR(h0)

)2, the claim immediately follows
from the previous lemma.

4.3.5. par-ch2(cE∗). —

Proposition 4.35. — If (E∗, θ) is graded semisimple, then the following equality
holds: (√−1

2π

)2 ∫
X−D

tr
(
F (h0)2

)
= 2

∫
X

par-ch2(cE∗).
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Proof We have only to show the following three equalities:

(28)
∫
X−D

tr
(
F (h0)2

)
=

∫
X−D

tr
(
R(h0)2

)
.

(29)
(√−1

2π

)2 ∫
X−D

tr
(
R(h0)2

)
= 2

∫
X

par-ch2(cE∗).

We use the following lemma.

Lemma 4.36. — Let ∇ be a connection of a vector bundle V , and R(∇) denote the
curvature. Let P be a section of End(V ) ⊗ Ω1, then we obtain the connection ∇ + P

and the curvature R(∇ + P ). Then we have the following formula:

(30) tr
(
R(∇+ P )2

)
= tr

(
R(∇)2

)
+ d

(
tr
(
R(∇) ·P )+ tr

(
R(∇+P ) ·P )− 1

3
tr(P 3)

)
We also have the following:

(31) tr
(
R(∇ + P )2

)
= tr

(
R(∇)2

)
+ 2 tr

(∇P · R(∇)
)

+ d

(
tr
(
P · ∇P ) +

2
3

trP 3

)
.

Proof We have the following:

(32) tr
(
R(∇ + P ) ·R(∇ + P )

)
= tr

((
R(∇) +

[∇ + P, P
]− P 2

) ·R(∇ + P )
)

= tr
(
R(∇) · R(∇ + P )

)
+ d

(
tr
(
P ·R(∇ + P )

))− tr
(
P 2 · R(∇ + P )

)
.

We have the following:

(33) tr
(
R(∇) ·R(∇ + P )

)
= tr

(
R(∇) · (R(∇) + ∇P + P 2

))
= tr

(
R(∇)2

)
+ d tr

(
R(∇) · P

)
+ tr

(
R(∇) · P 2

)
.

We have the following:

(34) tr
(
P 2 · (R(∇) −R(∇ + P )

))
= tr

(
P 2 · ∇P + P 4

)
= d

(
1
3

tr
(
P 3

))
+ trP 4.

Since we have trP 4 = − trP 4, the equality trP 4 = 0 holds. The formula (30)
follows from (32), (33) and (34). The formula (31) immediately follows from (30) and
d tr

(
P · R(∇)

)
= tr

(
∇P ·R(∇)

)
. Thus the proof of Lemma 4.36 is finished.

Let us return to the proof of Proposition 4.35. Let us show (28). The following is
obtained from (31):

(35)

tr
(
F (h0)2

)
= tr

(
R(h0)2

)
+ tr

((
∂h0θ+ ∂θ†

) ·R(h0)
)

+ d
(
tr
(
(θ+ θ†) · (∂h0θ+ ∂θ†)

)
+ tr

(
θ + θ†

)3)
.
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We remark that R(h0), ∂h0θ and ∂θ† are a (1, 1)-form, a (2, 0)-form and a (0, 2)-form
respectively. Therefore we obtain the vanishing of the second term in the right hand
side. It is easy to obtain tr

(
θ + θ†

)3 = 0 from θ2 = θ† 2 = 0.

We put Yi(δ) :=
{
x ∈ X

∣∣∣ |σi(x)| = minj |σj(x)| = δ
}

and Y (δ) :=
⋃
i Yi(δ). The

formula (28) immediately follows from the next lemma.

Lemma 4.37. — We can neglect the contribution of tr(θ · ∂θ†), Namely we have

lim
δ→0

∫
Y (δ)

tr(θ · ∂θ†) = 0.

Similarly, the contribution of tr(θ† · ∂h0θ) can be neglected.

Proof Let P be a point of D◦
i , and UP be an appropriately small neighbourhood

of P in X . Then we have the following estimate which follows from the boundedness
of ∂θ† with respect to ωε and h0:∫

UP ∩Y (δi)

tr
(
θ · ∂θ†) = O

(
δε
)
.

Let P be a point of Di ∩ Dj , and UP be an appropriately small neighbourhood of
P in X . We remark that ∂θ and ∂θ† are a (2, 0)-form and a (0, 2)-form respectively.
Then we obtain the following estimate:∫

UP∩Y (δi)

tr
(
θ · ∂θ†) = O

(
δε ·

∫
|z|≥δ

|z|ε dz · dz̄|z|2
)

= O
(
δε
)
.

Hence it is easy to check that
∫
Y (δ) tr(θ · ∂θ†) converges to 0 in δ → 0.

Finally let us see (29). We put A := ∂h0 − ∂h′
0
. Then we have the following:

tr
(
R(h0)2

)
= tr

(
R(h′0)

2
)

+ d tr
(
A ·R(h0)

)
+ d tr

(
A ·R(h′0)

)
.

The contribution of the first term is as follows:(√−1
2π

)2 ∫
X−D

tr
(
R(h′0)

2
)

= 2 ch2(cE).

Due to (23) and Lemma 4.32, the contribution of the third term is as follows:

(36)
(√−1

2π

)2 ∫
X−D

d tr
(
A · R(h′0)

)
=
∑
i

∑
a,α

(−a)
(√−1

2π

)
·
∫
Di

tr
(
R
(
i GrF,Ea,α(cE|Di

), h′uDi

))
= −

∑
i

∑
a · degDi

(
i GrFa (cE|Di

)
)
.
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We obtain the following formula from (23) and Lemma 4.32:

(37)
(√−1

2π

)2 ∫
X−D

d tr
(
A · R(h0)

)
=

∑
i

∑
a,α

(−a)
(√−1

2π

)∫
Di

tr
(
R
(
iGrF,Ea,α

(
cE|Di

)
, ha,αDi

))
+
∑
i

∑
a,α

a2

(√−1
2π

)
rank

(
i GrF,Ea,α(cE|Di

)
) · ∫

Di

∂∂ log |σi|2

= −
∑
i,a,α

a · par-degDi

(
iGrF,Ea,α(cE|Di

)∗
)

+
∑
i,a,α

a2 rank i GrF,Ea,α

(
cE|Di

) ∫
X

[Di]2.

Here i GrF,Ea,α

(
cE|Di

)
∗ is the parabolic bundle on

(
Di, Di ∩

⋃
j =iDj

)
with the canoni-

cally induced parabolic structure. We have the following:

(38)
∑
α

par-degDi

(
iGrF,Ea,α

(
cE|Di

)
∗
)

= par-degDi

(
iGrFa

(
cE|Di

)
∗
)

= degDi

(
GrFa

(
cE|Di

))− ∑
j =i,

P∈Di∩Dj

∑
a∈Par(cE,P )

qi(a)=a

aj · rank
(
P GrFa (cE|O)

)
.

Then (29) immediately follows.

4.3.6. The degree of subsheaves. — Let V be a saturated coherent OX−D-
submodule of E. Let πV denote the orthogonal projection of E onto V with respect
to hin, which is defined outside a Zariski closed subset of codimension two. It is also
the orthogonal projection with respect to h0. Let h0,V and hin,V be the metric of V
induced by h0 and hin. J. Li proved the following lemma [29] based on the result of
Y. T. Siu [54].

Lemma 4.38. — ∂πV is L2 with respect to h0 and ωε if and only if there exists a
coherent subsheaf cV ⊂ cE such that cV|X−D = V .

Lemma 4.39 (Li). — Let hV denotes the metric of V induced by h0 or hin. Then
the following holds:

degω(V, hV ) = par-degω(cV∗).

Proof Since we have tr
(
R(h0,V )

)− tr
(
R(hin,V )

)
= rankV · ∂∂g, we have only to

check the claim in the case where hV is induced by h0. We have only to show the
following: √−1

2π

∫
X−D

trV R(hV ) · ω = par-degω(cV∗).

Let Z denote the finite subset of X where V is not a subbundle of E. Let dω denote
the distance induced by ω, and we put TZ(δ) :=

{
x ∈ X

∣∣ dω(x, Z) = δ
}
. Let Yi(δ)

be as in the proof of Proposition 4.35.
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Let h′V be the metric induced by h′0. Due to the Stokes formula, we have the
following:

(39)
√−1
2π

∫
X−D

trV R(hV ) · ω =
√−1
2π

∫
X−D

trV R(h′V ) · ω

+ lim
δ→0

√−1
2π

∫
Y (δ)

trV (∂V,hV − ∂V,h′
V
) · ω + lim

δ→0

∫
T (δ)

√−1
2π

trV (∂V,hV − ∂V,h′
V
) · ω.

The first term in the right hand side is degω(V ).
The endomorphism ∂V,hV − ∂V,h′

V
is the restriction of πh0

V ◦ ∂h0 − π
h′
0
V ◦ ∂h′

0
to V ,

and we have the following:

(40) πh0
V ◦ ∂h0 − π

h′
0
V ◦ ∂h′

0
= πh0

V ◦ (∂h0 − ∂′h0

)
+
(
πh0
V − π

h′
0
V

) ◦ ∂h′
0
.

Let us estimate the second term. Around P ∈ Di ∩Dj , let us take a holomorphic
frame v. The form B is determined by ∂h′

0
◦ πh′

0
V v = v · B. Let FB be the section of

End(cE) ⊗ Ω0,1, determined by FB(v) = v · B. Then FB is bounded with respect to
h′0 and ω. We put Q := πh0

V − π
h′
0
V .

Lemma 4.40. — We have Q ◦ ∂h′
0
◦ πh′

0
V = Q ◦ FB.

Proof We have Q ◦ πh′
0
V = 0. Hence Q ◦ ∂h′

0
◦ πh′

0
V is a 1-form, i.e. it does not

contain derivative. By the construction, Q ◦ ∂h′
0
◦ πh′

0
V (vi) = Q ◦ FB(vi). Hence they

are same.

Due to the following lemma, we have
∣∣Q∣∣

h′
0
≤ C · |z1|−1+ε · |z2|−1+ε.

Lemma 4.41. — Let U be a vector space with hermitian metrics h1 and h2. Let s
be the endomorphism of U such that h1 = h2 · s. Let U ′ be a subspace. Let π1 be the
orthogonal projection of U onto U ′ with respect to h1. Then

∣∣π1

∣∣
h2

≤ C|s|1/2h1
·|s−1|1/2h2

,
where C depends only on dimV .

Proof Let v be any element of U .
Let v = v1 + v2 be the orthogonal decomposition with respect to h1 such that

v1 ∈ U ′. We have |v1|h1 ≤ |v|h1 . We also have |v1|h2 ≤ |s−1|1/2h1
· |v1|h1 . We also have

|v|h1 ≤ |s|1/2h2
· |v|h2 .

We have
(
Q ◦ ∂h′

0

)
|V =

(
Q ◦ ∂h′

0
◦ πh′

0
V

)
|V =

(
Q ◦ FB

)
|V . Hence, we obtain the

following estimate with respect to h′0:(
Q ◦ ∂h′

0

)
|V = O

((|z1|−1+ε · |z2|−1+ε
) · (dz1 + dz2)

)
.

Thus, we obtain the following estimate around P ∈ Di ∩Dj :

trV
(
(Q ◦ ∂h′

0
)|V

) · ω = O
((|z1|−1+ε · |z2|−1+ε

) · (dz1 + dz2)
)
· ω.
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Similarly, we obtain the following estimate around P ∈ D◦
i on an appropriate coordi-

nate neighbourhood (UP , z1, z2) such that UP ∩Di = {z1 = 0}:
trV

(
(Q ◦ ∂h′

0
)|V

) · ω = O
((|z1|−1+ε

) · (dz1 + dz2)
)
· ω.

Hence the contribution of the Q ◦ ∂h′
0

to
√−1 · (2π)−1 limδ→0

∫
Y (δ)

in (39) is 0. Sim-
ilarly, the contribution to

√−1 · (2π)−1 limδ→0

∫
T (δ) is also 0.

Let us see the first term in (40). We have the following around P ∈ Di ∩Dj:

tr
(
πh0
V ◦ (∂h0 − ∂h′

0
)
)

=
∑
k=i,j

(−wt(cE∗, k)
) · dzk

zk
+O(ωε).

We also have a similar estimate around P ∈ D◦
i . Hence we obtain√−1

2π
lim
δ→0

∫
Y (δ)

trV
(
∂V,hV − ∂V,h′

V

) · ω = −
∑
i

wt(cV∗, i) · (Di, ω).

We can also obtain
√−1 · (2π)−1 limδ→0

∫
T (δ)

= 0 in (39).

Corollary 4.42. — (E, ∂E , θ, hin) is analytic stable with respect to ωε if and only if
(cE, θ) is stable with ω.



CHAPTER 5

PARABOLIC HIGGS BUNDLE ASSOCIATED TO TAME

HARMONIC BUNDLE

In this chapter, we show the fundamental property of the parabolic Higgs bundle
associated to tame harmonic bundle, such as μL-polystability and the vanishing of
characteristic numbers. We also see the uniqueness of the adapted pluri-harmonic
metric for parabolic Higgs bundles. These results give the half of Theorem 1.4. Al-
though the arguments are rather standard, we remark that our results in [38] are
crucial in the proof.

5.1. The fundamental property

Let X be a smooth projective variety, and D be a simple normal crossing divisor
with the irreducible decomposition D =

⋃
i∈S Di. Let L be any ample line bundle of

X .

Proposition 5.1. — Let (E, ∂E , θ, h) be a tame harmonic bundle on X − D, and
(cE∗, θ) denotes the c-parabolic Higgs bundle, for any c ∈ RS.

– (cE∗, θ) is μL-polystable, and par-degL(cE∗) = 0.
– Let (cE∗, θ) =

⊕
i(cEi∗, θi) ⊗ Cp(i) be the canonical decomposition (Corollary

3.4). Then we have the orthogonal decomposition h =
⊕

i hi ⊗ gi. Here hi are
pluri-harmonic metrics for (Ei, ∂Ei , θi), and gi are hermitian metrics of Cp(i).

Proof The equality par-degL(cE∗) = 0 can be easily reduced to the curve case
(Proposition 2.9). It also follows from the curve case that (cE∗, θ) is μL-semistable.

Let us show (cE∗, θ) is μ-polystable. Let (cV∗, θV ) be a non-trivial Higgs subsheaf
of (cE∗, θ) such that μL(cV∗) = μL(cE∗) = 0 and rank(V ) < rank(E). Recall that
we have the closed subset Z ⊂ X such that cV|X−Z is the subbundle of cE|X−Z . The
codimension of Z is larger than 2. We have the orthogonal projection πV : E −→ V

on the open set X − (Z ∪D). Due to Lemma 4.39 and Proposition 2.4, we obtain the
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following equality:

0 = par-deg(cV∗) = deg(V, hV ) = −C ·
∫
X

(∣∣∂πV ∣∣2 +
∣∣[θ, πV ]

∣∣2).
Hence we obtain ∂πV = 0 and [θ, V ] = 0 holds. In particular, πV gives the homomor-
phism E|X−(D∪Z) −→ V|X−(D∪Z). Since the codimension of Z is larger than two, πV
naturally gives the holomorphic map E −→ E on X−D, which is also denoted by πV .
It is easy to see π2

V = πV , and that the restriction of πV to V is the identity. Hence we
obtain the decomposition E = V ⊕ V ′, where we put V ′ = KerπV . We can conclude
that V and V ′ are vector subbundles of E, and the decomposition is orthogonal with
respect to the metric h. Since we have [πV , θ] = 0, the decomposition is also com-
patible with the Higgs field. Hence we obtain the decomposition of (E, ∂E , θ, h) into
(V, ∂V , θV , hV )⊕(V ′, ∂V ′ , θV ′ , hV ′) as harmonic bundles. Then it is easy that (cE∗, θ)
is also decomposed into (cV∗, θV ) ⊕ (cV

′∗, θV ′). Since both of (cV∗, θV ) (cV
′∗, θV ′)

are obtained from tame harmonic bundles, they are μL-semistable. And we have
rank(V ) < rank(E) and rank(V ′) < rank(E). Hence the polystability of (cE, θ) can
be shown by an easy induction on the rank.

From the argument above, the second claim is also clear.

Proposition 5.2. — Let (cE∗, θ) be a c-parabolic Higgs bundle on (X,D). We put
E := cE|X−D. Assume that we have pluri-harmonic metrics hi of (E, ∂E , θ) (i = 1, 2),
which are adapted to the parabolic structures. Then we have the decomposition of Higgs
bundles (E, θ) =

⊕
a(Ea, θa) satisfying the following conditions:

– The decomposition is orthogonal with respect to both of hi. The restrictions of
hi to Ea are denoted by hi,a.

– There exist positive numbers ba such that h1,a = ba · h2,a.

We remark that the decomposition (E, θ) =
⊕

(Ea, θa) induces the decomposition of
the c-parabolic Higgs bundles:(

cE∗, θ
)

=
⊕

(cEa∗, θa).

Proof Recall the norm estimate for tame harmonic bundles ([38]) which says that
the harmonic metrics are determined up to boundedness by the parabolic filtration
and the weight filtration. Hence we obtain the mutually boundedness of h1 and h2.
Then the uniqueness follows from Proposition 2.7. (The Kahler metric of X −D is
given by the restriction of a Kahler metric of X . It satisfies Condition 2.2, according
to [45].)

Proposition 5.3. — Let (E, ∂E , θ, h) be a tame harmonic bundle on X − D, and
(cE, θ) be the induced c-parabolic Higgs bundle. Then the following characteristic
numbers vanish. ∫

X

par-ch2,L(cE∗) = 0,
∫
X

par-c2
1,L(cE∗) = 0.
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(See the subsection 3.1.5 for the characteristic numbers.)

Proof We will reduce Proposition 5.3 to Lemma 5.4 below, and the proof of
Lemma 5.4 will be given in the next section. Let h0 be an ordinary metric as in
the section 4.3.2. Due to Lemma 4.33 and 29, we have only to show the following
equalities:

(41)
∫

tr
(
F (h)2

)
=

∫
tr
(
R(h0)2

)
(42)

∫ (
trF (h)

)2 =
∫ (

trR(h0)
)2

We use a Kahler metric ω̃ of X − D, which is Poincaré like around D. We put
A := ∂h − ∂h0 . The following lemma will be proved in the next section.

Lemma 5.4. — A is L2 with respect to ω̃ and h.

Let us show (42) by admitting Lemma 5.4. We have trF (h) = trR(h). We also
have the following:

(43)
(
trR(h)

)2 =
(
trR(h0)

)2 + trR(h0) · ∂ trA+ trR(h) · ∂ trA

=
(
trR(h0)

)2 + d
((

trR(h) + trR(h0)
) · trA).

We know that trR(h0) and trR(h) are bounded with respect to ω̃, and trA is L2 with
respect to ω̃. Therefore, trA · (trR(h) + trR(h0)

)
is L2 with respect to ω̃. We also

know that d
((

trR(h) + trR(h0)
) · trA) is integrable. Then we obtain the vanishing,

due to Lemma 5.2 in [45]. (It is not difficult to check the claim directly):∫
d
(
trR(h) + trR(h0)

)
· trA = 0.

Let us show (41) by admitting Lemma 5.4.

Lemma 5.5. — We have the following:

(44) tr
(
F (h)2

)
= tr

(
R(h)2

)
+ tr

((
∂hθ + ∂hθ

†)R(h)
)

+ d
(
tr(θ + θ†) · (∂hθ + ∂θ†

)
+ (θ + θ†)3

)
= tr

(
R(h)2

)
.

Proof We have used ∂hθ = 0 due to pluri-harmonicity and tr(θ + θ†)3 = 0 which
is obtained from θ2 = 0.

Then we obtain the following:

tr
(
R(h)2

)
= tr

(
R(h0)2

)
+ ∂

(
tr
(
A · R(h0)

)
+ tr

(
A · R(h)

))
.

Since A is L2 with respect to h and ω̃, and R(h) and R(h0) are bounded with respect
to ω̃, we obtain that tr

(
A·R(h0)

)
+tr

(
A·R(h)

)
is L2 with respect to ω̃ and h. We also
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have ∂
(
tr
(
A ·R(h0)

)
+ tr

(
A ·R(h)

))
= d

(
tr
(
A ·R(h0)

)
+ tr

(
A ·R(h)

))
is integrable.

Thus we obtain the vanishing, due to Lemma 5.2 in [45], again:∫
∂
(
tr
(
A · R(h0)

)
+ tr

(
A · R(h)

))
= 0.

Thus Proposition 5.3 is reduced to Lemma 5.4.

5.2. Proof of Lemma 5.4

Let us prove Lemma 5.4. We have only to estimate A around D. Hence the lemma
will immediately follow from Proposition 5.8 and Lemma 5.10 below.

5.2.1. Preliminary. — Let U0 be an open subset of C, and U1 � U0 be a relatively
compact open subset. Let (E, ∂E , θ, h) be a harmonic bundle on U0. Let h0 be a
metric of E, then we have the endomorphism s0 such that h = h0 · s0, which is self-
adjoint with respect to both of h and h0. We remark

√−1
(
s−1
0 ∂h0s0, s

−1
0 ∂h0s0

)
h
≤√−1C1 ·

(
s−1
0 ∂h0s0, ∂h0s0

)
for some constants C1 which depends only on C0.

Lemma 5.6. — The following formula holds:∫
U0

(
s−1
0 ∂h0(χ · s0), ∂h0(χ · s0)

)
h0

=
∫
U0

(
χ · ∂(s−1

0 ∂h0s0), χ · s0
)

+
∫
∂χ · ∂χ · tr(s0).

Proof We have the following:

(45)
∫
U0

(
s−1
0 ∂h0(χ · s0), ∂h0(χ · s0)

)
h0

=
∫
U0

(
∂
(
s−1
0 · ∂h0(χ · s0)

)
, χ · s0

)
h0

=
∫
U0

(
∂∂χ, χ·s0

)
h0

+
∫
U0

(
χ·∂(s−1

0 ∂h0s0
)
, χ·s0

)
h0

+
∫
U0

(
∂χ·s−1

0 ∂h0s0, χ·s0
)
h0
.

Moreover, we have the following:

(46)(
∂∂χ, χ · s0

)
h0

+
(
∂χ ∧ s−1

0 ∂h0s0, χ · s0
)
h0

= tr
(
∂∂χ · χ · s0

)
+ tr

(
∂χ · ∂h0s · χ

)
= −∂

(
tr
(
∂χ · χ · s0

))− tr
(
∂χ∂χ · s0

)
.

Thus we are done.

Let us consider the case U0 is a punctured disc. Let (E, ∂E , θ, h) be a tame har-
monic bundle on Δ∗(T ) = {z ∈ C | |z| < T }. We obtain the holomorphic bun-
dle cE with the parabolic filtration F , and the weight filtration W of GrF (cE|O).
Let v be a holomorphic frame of cE which is compatible with F and W . We put
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a(vi) := degF (vi) and k(vi) := degW (vi). The metric h1 is give as follows:

h1(vi, vj) :=

⎧⎨⎩
|z|−2a(vi) · (− log |z|)k(vi) (i = j)

0 (i �= j).

We know that h and h1 are mutually bounded, i.e. C0 · h1 ≤ h ≤ C−1
0 · h1 for

some C0 > 0 [46]. Both of the curvatures |R(h)|h and |R(h1)|h1 are dominated by
|z|−2 · (− log |z|)−2 · dz · dz̄. Let s1 denote the endomorphism such that h = h1 · s1.
Hence we have the following, for some constant C2:∣∣∂(s−1

1 ∂s1
)∣∣
h

=
∣∣R(h) −R(h1)

∣∣
h
≤ C2 · dz · dz̄

|z|2(− log |z|2)2 .
Lemma 5.7. — There exists a constant C3 such that the following holds:

0 ≤ √−1
∫

Δ∗(3/4)

(
s−1
1 ∂h1s1, s

−1
1 ∂h1s1

)
h1

≤ C3

The constant C3 depends only on the constants Ci (i = 0, 2).

Proof We take C∞-functions χ1 and χ2 satisfying the following:

χ1(z) =

⎧⎨⎩
1 (|z| ≤ 3/4)

0 (|z| ≥ 5/6)
χ2(z) =

⎧⎨⎩
1 (|z| ≥ 2)

0 (|z| ≤ 1)

We put χ2,N (z) := χ2

(
N · |z|) and ρN := χ1 · χ2,N . Then we have the following:

(47)
∣∣∣∣∫

Δ∗

(
s−1
1 ∂h1(ρN · s1), s−1

1 ∂h1(ρN · s1)
)
h1

∣∣∣∣
≤ C4

∣∣∣∣∫
Δ∗

(
ρN · ∂(s−1

1 ∂h1s1
)
, ρN · s1

)∣∣∣∣ + C4

∣∣∣∣∫ (∂ρN · ∂ρN ) · tr s1
∣∣∣∣ .

The constant C4 depends only on C0. There exist constants Ci (i = 5.6.7) such that
the following holds:∣∣∣∣∫ (

∂ρN · ∂ρN
) · tr s1∣∣∣∣ ≤ C5

∣∣∣∣∫ ∂
(
χ2(N |z|)) · ∂(χ2(N · |z|))∣∣∣∣ + C6 ≤ C7.

The constants Ci depends only on C0 and C2. Then we obtain the desired estimate
easily.

5.2.2. Around the intersection point of D. — We put X := {(z1, z2)
∣∣ |zi| < 2},

Di = {zi = 0} and D = D1 ∪D2. Let ω̃ denote the Poincaré metric of X −D:

ω̃ :=
∑ dzi · dz̄i

|zi|2 ·
(− log |zi|

)2 .
Let (E, ∂E , θ, h) be a tame harmonic bundle on X − D. Let

(
cE,

1F, 2F
)

be the
induced parabolic bundle. We take the decomposition cE =

⊕
U(a,α) as in the
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section 4.1. The metric h0 of E on X −D is given h0 =
⊕
h′a,α · |z1|−2a1 · |z2|−2a2 ,

where h′a,α are C∞-metrics of U(a,α). We put A := ∂h − ∂h0 . We will prove the
following lemma in the rest of this subsection.

Proposition 5.8. — A is L2 with respect to ω̃ and h.

The Resi(θ) induce the endomorphisms of i GrF (cE). The nilpotent part of them
are denoted by Ni. Then we have the weight filtration W (1) of 1 GrF (cE) induced
by N1. We also have the weight filtration W (2) of 2 GrF (cE) = 1 GrF 2 GrF (cE|O).
Let v be a frame of cE compatible with the decomposition

⊕
Ua,α. Moreover v is

assumed to be compatible with the filtrations W (1) and W (2). We put as follows:

al(vi) := l degF (vi) (l = 1, 2),

k1(vi) := degW (1)(vi), k2(vi) := degW (2)(vi) − degW (1)(vi).

The metric h1 is given as follows:

h1(vi, vj) :=

⎧⎪⎨⎪⎩
|z1|−2a1(vi)|z2|−2a2(vi)

(− log |z1|
)k1(vi)(− log |z2|

)k2(vi) (i = j)

0 (i �= j).

We put A′ := ∂h1 − ∂h0 , then we have the following:

A′(vi) =
(
k1(vi)
log |z1|

dz1
z1

+
k2(vi)
log |z2|

dz2
z2

)
· vi,

∣∣A′∣∣
h1

=
∣∣A′∣∣

h0
= O

(
1

− log |z1|
dz1
z1

+
1

− log |z2|
dz2
z2

)
.

In particular, A′ is L2 with respect to h and ω̃. Hence we have only to estimate the
L2-norm of ∂h − ∂h1 = s−1

1 ∂h1s1. Recall the following:

Lemma 5.9 ([38]). — The metrics h and h1 are mutually bounded on the region
Z1 :=

{|z1| ≤ 3 · |z2|/2
}
.

We may and will restrict ourselves to the integrals on the region Z1.

We put Z ′
1 :=

{|z1| ≤ 2 · |z2|
}
. Let P be any point of D1 − {O}. We put

CP := π−1
1 (P ) ∩ Z1 and C′

P := π−1
1 (P ) ∩ Z ′

1. Let us consider the following integral:∫
CP

(
s−1
1 ∂h1s1, s

−1
1 ∂h1s1

)
.

We put X̃ := {(ζ1, ζ2)
∣∣ |ζi| < 1}, D̃i := {ζi = 0} and D̃ := D̃1 ∪ D̃2. We use

the map ϕ : X̃ −→ X given by (ζ1, ζ2) �−→ (2ζ1ζ2, ζ2). It identifies D̃1 and D1.
We have ϕ−1(Z1) =

{
(ζ1, ζ2) ∈ X̃

∣∣ |ζ1| ≤ 3/4
}

and ϕ−1(Z ′
1) = X̃ . We identify D̃1
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and D1. And C̃P , C̃
′
P ⊂ X̃ denote curves corresponding to CP , C

′
P ⊂ X . We put(

Ẽ, ∂
�E , h̃, θ̃

)
:= ϕ−1(E, ∂E , h, θ) and h̃1 = ϕ−1h1. We have the following:

(48)
∫
CP

(
s−1
1 ∂h1s1, s

−1
1 ∂h1s1

)
=

∫
�CP

(
s̃−1
1 ∂

�h1
s̃1, s̃

−1
1 ∂

�h1
s̃1
)
.

Due to Lemma 5.7, we know that the right hand side of (48) is bounded independently
of P .

LetQ be any point ofD2−{O}. We put CQ := π−1
2 (Q)∩Z1 and C′

Q := π−1
2 (Q)∩Z ′

1.
Let us consider the following integral:∫

CQ

(
s−1
1 ∂h1s1, s

−1
1 ∂h1s1

)
.

Let us take C∞-functions χ1 and χ2 satisfying the following:

χ1(z) :=

⎧⎨⎩
1 (|z| < 1)

0 (|z| ≥ 5/4
χ2(z) :=

⎧⎨⎩
1 (|z| ≥ 2/3),

0 (|z| ≤ 1/2).

We put rQ := |z1(Q)| and χQ(z) := χ1(z) · χ2(r−1
Q · z). Then we have the following:

(49)
∫
C′

Q

(
z−1
1 ∂h1

(
χQ · s1

)
, s−1

1 ∂h1

(
χQ · s1

))
=
∫
C′

Q

(
χQ · ∂(s−1

1 ∂h1s1), χQ · s1
)

+
∫
C′

Q

∂χQ · ∂χQ · tr(s1).

It can be shown that the integral
∫
C′

Q
∂χQ · ∂χQ is bounded independently of Q.

Hence
∫
CQ

(s−1
1 ∂h1s1, s

−1
1 ∂h1s1) is dominated, independently of Q.

Due to the above results, s−1
1 ∂h1s1 is L2 with respect to h and ω̃. Hence A is also

L2. Namely the proof of Proposition 5.8 is accomplished.

5.2.3. Around a smooth point of D. — Let (E, ∂E , θ, h) be a tame harmonic
bundle on Δ × Δ∗. We obtain the holomorphic vector bundle cE on Δ × Δ, with
the parabolic filtration F of cE|Δ×{0} and the weight filtration W of GrF (cE). We
take C∞-decomposition cE =

⊕
cE(a,α) as in the section 4.2. The C∞-metric h0

is given as h0 =
⊕ |σ|−2a · h′(a,α), where h′(a,α) are C∞-metrics of cE(a,α). We put

A = ∂h − ∂h0 .

Lemma 5.10. — A is L2 with respect to h and ω̃, where ω̃ is the Poincaré like
metric:

ω̃ := dz1 · dz̄1 +
dz2 · dz̄2

|z2|2
(− log |z2|

)2
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Proof Due to the estimates given in the section 4.2, a choice of C∞-splitting does
not matter. Hence we may assume that the decomposition is holomorphic. In that
case, it can be discussed as in the previous subsection.

Thus the proof of Lemma 5.4 is also accomplished.



CHAPTER 6

PRELIMINARY CORRESPONDENCE AND

BOGOMOLOV-GIESEKER INEQUALITY

In this chapter, we show the existence of the adapted pluri-harmonic metric for
graded semisimple parabolic Higgs bundles on surface (Proposition 6.1). We will use
it together with the perturbation of the parabolic structure (the section 3.4) to derive
more interesting results. One of the immediate consequence, given in this chapter, is
Bogomolov-Gieseker inequality (Theorem 6.10).

6.1. Graded semisimple parabolic Higgs bundles on surface

6.1.1. The statement. — Our purpose in this section to prove the next proposi-
tion, which will immediately follow from Lemma 6.4 and Lemma 6.8 below.

Proposition 6.1. — Let X be a smooth projective surface, and D be a simple normal
crossing divisor. Let ω be a Kahler form of X. Let (cE∗, θ) be a c-parabolic Higgs
bundle on (X,D), which is μω-stable and graded semisimple. Let us take a positive
number ε satisfying the following:

– 2ε < gap(cE∗), and ε = m−1 for some positive integer m.

We take a Kahler form ωε of X −D, as in the subsection 4.3.1 We put E = cE|X−D,
and the restriction of θ to X −D is denoted by the same notation. Then there exists
a hermitian metric h of E satisfying the following conditions:

– Hermitian-Einstein condition ΛωεF (h) = a · idE for some constant a determined
by the following condition:

(50) a ·
√−1
2π

∫
X−D

ω2
ε = a ·

√−1
2π

∫
X

ω2 = par-degω(cE∗).

– h is adapted to the parabolic structure of cE∗.
– degωε

(E, h) = par-degω(cE∗).
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– We have the following equalities:∫
X

2 par-ch2(cE∗) =
(√−1

2π

)2 ∫
X−D

tr
(
F (h)2

)
,

∫
X

par-c2
1(cE∗) =

(√−1
2π

)2 ∫
X−D

tr
(
F (h)

)2
.

Remark 6.2. — The graded semisimple condition makes the problem much easier.
Later, we will discuss the case where the graded semisimplicity is not assumed.

6.1.2. Reduction to the construction of an initial metric. — We start the
proof of Proposition 6.1 by reducing the problem to the construction of an “initial
metric”. We will use the notation in the section 4.3.1. Let (cE∗, θ) be a graded
semisimple c-parabolic Higgs bundle. We put E := cE|X−D.

Definition 6.3. — In this paper, a hermitian metric hin of E is called an initial
metric for (cE∗, θ) with respect to ωε, if the following conditions are satisfied:

– hin is adapted to the parabolic structure of cE∗.
– F (hin) is bounded with respect to hin and ωε.
– Let V be any coherent subsheaves E, and let πV denote the orthogonal pro-

jection of E onto V , which is defined outside a Zariski closed subset of codi-
mension 2. Then ∂πV is L2 with respect to hin and ωε, if and only if there
exists a coherent subsheaf cV of cE such that cV|X−D = V . Moreover we have
par-degω(cV∗) = degωε

(V, hin,V ).
– trF (hin) ·ωε = a ·ω2

ε for some constant a. The constant a is determined by the
condition (50).

– The following equalities hold:(√−1
2π

)2 ∫
X−D

tr
(
F (hin)2

)
=
∫
X

2 par-ch2(cE∗),

(√−1
2π

)2 ∫
X−D

tr
(
F (hin)

)2

=
∫
X

par-c2
1(cE∗).

Due to the third condition, (E, hin, θ) is analytic stable with respect to ωε, if and only
if (cE∗, θ) is μL-stable.

Lemma 6.4. — To show Proposition 6.1, we have only to show the existence of an
initial metric with respect to ωε for (cE∗, θ).

Proof Assume that we are given an initial metric hin for (cE∗, θ) with respect
to ωε. Then we may apply Proposition 2.6, and it is easy to see that the obtained
Hermitian-Einstein metric satisfies the conditions in Proposition 6.1.
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Remark 6.5. — In the graded semisimple case, the construction of an initial metric
is quite simple. In fact, we have only to modify the determinant part of an ordinary
metric as in the next subsection. Hence we can say that the essential argument was
already given by Li [29], based on Siu’s result. But we give some detail, especially
about the calculation of the characteristic numbers. (See the chapter 4.)

If we do not impose the graded semisimple condition, an ordinary metric does not
give an initial metric, and the construction is much more difficult. Perhaps, such an
metric does not exist without any assumption on the residues of Higgs fields. In the
previous version of this paper, we discussed the problem under the “codimension of
Hodge type two” condition.

6.1.3. Construction of an initial metric. — Let us take an ordinary metric
h0 for the parabolic bundle (cE∗, θ) as in the section 4.3. By modifying it, we will
construct an initial metric. Note we have Λωε trR(h0) = Λωε trF (h0). For simplicity,
we put γi := wt(cE∗, i).

Lemma 6.6. — trR(h0) is C∞ on X.

Proof Let us see the induced metric det(h0) of det(E). Due to our construction,
det(h0) is of the form τ · |zi|−2γi · |zj|−2γj around P ∈ Di ∩ Dj , where τ denotes a
positive C∞-metric of det

(�E)|UP
. If P is a smooth point of Di. then the metric

det(h0) is of the form τ · |σi|−2γi
gi

, where τ and γi are as above.
Since we have trR(h0) = R

(
det(h0)

)
, we are done.

Lemma 6.7. — We can take a bounded C∞-function g on X − D satisfying the
following:

– Δωεg = Λωε tr
(
F (h0)

)−C, where C is determined as
∫ (

Λωε tr
(
F (h0)

)−C)·ω2
ε =

0.
– ∂g, ∂g, and ∂∂g are bounded with respect to ωε.

Proof Recall ε = m−1 for some positive integer m. Since it looks standard in
the theory of orbifolds, we give only a brief outline. For any point Q of D, we have
an appropriate neighbourhood WQ and a ramified covering ϕQ : W̃Q −→ WQ such
that ϕ∗

Qωε is a C∞-metric of W̃Q. Let C∞(X,ωε) denote the space of C∞-functions
f on X −D such that ϕ∗

Qf is C∞ on W̃Q. We remark Λωε trF (h0) is contained in
C∞(X,ωε). We also remark that if f is an element of C∞(X,ωε), then ∂f , ∂f and ∂∂f
are bounded with respect to ωε. It is easy to see that Δωε : C∞(X,ωε) −→ C∞(X,ωε)
is self adjoint with respect to the pairing (f, g) :=

∫
f · ḡ · ω2

ε .
Let L2(X,ωε) denote the L2-space with respect to the norm

∫
X |f |2 · ω2

ε . We put
Dom(Δωε) :=

{
f ∈ L2(X,ωε)

∣∣Δωεf ∈ L2(X,ωε)
}
, and thus we obtain the operator

Δωε : Dom(Δωε) −→ L2(X,ωε).
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Let us check that Δωε is a closed operator. Let {fi} be a sequence of Dom(Δωε)
such that fi → f and Δωεfi → g in L2(X,ωε). Due to the standard result on the
Laplacian for the smooth metrics, we have ϕ∗

QΔωεf = ϕ∗
Qg on W̃Q for any Q ∈ D.

Hence we obtain f ∈ Dom(Δωε) and Δωεf = g in L2(X,ωε). It means Δωε is closed.
The inclusions C∞(X,ωε) ⊂ Dom(Δωε) ⊂ L2(X,ωε) are dense, and Δωε is formally

self-adjoint. Hence we obtain that Δωε is self adjoint. Then the image of Δωε is
the orthogonal complement of the kernel of Δωε , and the kernel is the space of the
constant functions. Hence we can take some function g ∈ Dom(Δωε) such that Δωεg =
Λωε tr

(
R(h0)

)−C. Due to the classical elliptic regularity, we obtain g ∈ C∞(X,ωε),
and thus we are done.

We put g′ := g/ rankE and hin := h0 ·exp(−g′). Then the function Λωα tr
(
R(hin)

)
is constant due to the construction. We remark that the adjoints θ for h0 and hin are
same. We also remark that ∂hin − ∂h0 and R(hin) − R(h0) are just multiplications
−∂g′ · idE and ∂∂g′ · idE respectively. They are bounded with respect to ωε.

Lemma 6.8. — If (cE∗, θ) is graded semisimple, then the above metric hin satisfies
the conditions in Definition 6.3.

Proof Since g′ is bounded and since h0 is adapted to the parabolic structure, hin
is also adapted to the parabolic structure. We have F (hin) = F (h0) + ∂∂g′ · idE .
Hence the boundedness of F (hin) with respect to ωε and h0 follows from those of
F (h0) and ∂∂g′.

For any saturated subsheaf V ⊂ E, the orthogonal decomposition πh0
V and πhin

V are
same. Hence ∂πhin

V is L2, if and only if there exists a coherent subsheaf cV ⊂ cE such
that cV|X−D = V , due to Lemma 4.38 (Li). Let h0,V and hin,V denote the metric
of V induced by h0 and hin,V . We have trF (hin,V ) = trF (h0) + rank(V ) · ∂∂g′.
Then we obtain degωε

(V, h0,V ) = degωε
(V, hin,V ) from the boundedness of ∂∂g and

∂g with respect to ωε. Therefore the third condition is satisfied. The fourth condition
is satisfied by our construction.

Let us show the fifth condition. We have the following:

(
trF (hin)

)2 =
(
trF (h0)

)2 + 2 trF (h0) · ∂∂g

rankE
+

(∂∂g)2

rankE
.

Due to the boundedness of ∂g, ∂∂g and tr(R(h0)), we obtain
∫
X−D

(
trF (hin)

)2 =∫
X−D

(
trF (h0)

)2. Then we have tr
(
F (hin)2

)
= tr

(
F (h0)2

)
+ 2 trF (h0) · ∂∂g′ +

rank(E) · (∂∂g′)2. Hence we obtain
∫
X−D tr

(
F (hin)2

)
=

∫
X−D tr

(
F (h0)2

)
from the

boundedness of F (hin), F (h0), ∂∂g and ∂g′.

Now Proposition 6.1 immediately follows from Lemma 6.4 and Lemma 6.8.
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6.2. Bogomolov’s inequality

6.2.1. The graded semisimple case. — We have an immediate and standard
corollary of Proposition 6.1, as in [45].

Corollary 6.9. — Let X be a smooth projective surface and D be a simple normal
crossing divisor of X. Let (cE∗, θ) be a μ-stable c-parabolic graded semisimple Higgs
bundle on (X,D). Then we have the following inequality:∫

X

par-ch2(cE∗) −
∫
X

par-c2
1(cE∗)

2 rankE
≤ 0.

Proof Let h be the metric of E as in Proposition 6.1. Then we have the following:∫
X

par-ch2(cE∗) −
∫
X par-c2

1(cE∗)
2 rankE

=
(√−1

2π

)2 ∫
X−D

tr
(
F (h)⊥ 2

)
.

Then the claim follows from tr
(
F (h)⊥ 2

)
≥ 0. (See the pages 878–879 in [45].)

6.2.2. The general case. — By using the perturbation of the parabolic structure,
we can remove the assumption of graded semisimplicity. We can also remove the
assumption dimX = 2 by using Mehta-Ramanathan type theorem.

Theorem 6.10 (Bogomolov’s inequality). — Let X be a smooth projective va-
riety of an arbitrary dimension, and D be a simple normal crossing divisor. Let L
be an ample line bundle on X. Let (E∗, θ) be a μL-stable regular Higgs bundle in
codimension two on (X,D). Then the following inequality holds:∫

X

par-ch2,L(E∗) −
∫
X

par-c2
1,L(E∗)

2 rankE
≤ 0.

(See the subsection 3.1.5 for the characteristic numbers.)

Proof If a smooth subvariety Y of X is transversal to D, then the regular filtered
Higgs bundle on (Y,D ∩ Y ) is naturally induced. We denote it by (E∗, θ)|Y . The
following Mehta-Ramanathan type theorem holds for parabolic Higgs bundles.

Lemma 6.11. — Let X and D be as above. Let L be an ample line bundle on X. Let(
E∗, θ

)
be a parabolic Higgs bundle over (X,D). Assume that

(
E∗, θ

)
is μL-stable.

There exists an integer m0 with the following property:

– Let l be any integer larger than m0. Let s be an integer such that 0 ≤ s ≤
dimX − 1. Let Y be a generic complete intersection of

⊕s
Ll. Then (E∗, θ)|Y

is also μL-stable.

Proof It can be shown by the arguments of Mehta-Ramanathan and Simpson
([34], [35] and [47]) with obvious modification for parabolic structure.
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Due to the Mehta-Ramanathan type theorem, the problem can be reduced to the
case where X is a surface. Take a real number ci �∈ Par(E∗, i) for each i, and let us
consider the c-truncation (cE∗, θ). Let F denote the induced c-parabolic structure of
cE. Let ε be any sufficiently small positive number, and let us take an ε-perturbation
F (ε) of F as in the section 3.4. Since (cE,F

(ε), θ) is μL-stable and graded semisimple,
we obtain the following inequality due to Corollary 6.9:∫

X

par-ch2(cE,F
(ε)) −

∫
X par-c2

1(cE,F
(ε))

2 rankE
≤ 0.

By taking the limit in ε→ 0, we obtain the desired inequality.

Remark 6.12. — Narasimhan posed it to Simpson how to get a Bogomolov-Gieseker
inequality for parabolic Higgs bundle in higher dimensional case, and it was passed
to the author. ([52]).

Corollary 6.13. — Let X be a smooth projective surface, and D be a simple normal
crossing divisor. Let (E∗, θ) be a μL-stable parabolic Higgs bundle on (X,D). Assume∫
X

par-ch2(E∗) = par-degω(E∗) = 0. Then we have par-c1(E∗) = 0.

Proof par-degω(E∗) = 0 implies
∫
X par-c1(E∗) · ω = 0. Due to the Hodge index

theorem, it implies − ∫
par-c2

1(E∗) ≥ 0, and if the equality holds then par-c1(E∗) = 0.
On the other hand, we have the following inequality, due to Theorem 6.10:

−
∫
X par-c2

1(E∗)
2 rankE

≤ −
∫
X

par-ch2(E∗) = 0.

Thus the claim follows.



CHAPTER 7

A PRIORI ESTIMATE OF HIGGS FIELDS

We give a priori estimates of Higgs fields in some situations. It is a preparation
for the proof of the convergence result (Theorem 9.2), which is crucial in our proof of
Kobayashi-Hitchin correspondence in the surface case (Theorem 10.1). Let us mention
briefly why we need the estimate of Higgs fields. Let (Em, ∂m, θm) be a sequence of
Higgs bundles with the hermitian metrics hm. We obtain the curvatures R(hm) and
F (hm). (See the subsection 2.2.1.) In our discussion of the convergence, we may
assume that F (hm) are dominated in some sense. But we have to show that R(hm)
are dominated. Since we have R(hm) = F (hm)(1,1) − [θm, θ†m], where F (hm)(1,1)

denotes the (1, 1)-part of F (hm), we clearly need the estimate of the Higgs field θm.

7.1. A priori estimate of Higgs fields on a disc

In this section, we put X(T ) :=
{
z ∈ C | |z| < T

}
for any positive number T .

In the case T = 1, X(1) is denoted by X . We will use the usual Euclidean metric
dz · dz̄ in this section. Let Δ denote the Laplacian −∂z∂z . By the standard theory of
Dirichlet problem, there exists a constant C′ such that the following holds:

– We have the solution ψ of the equation Δψ = κ such that |ψ(P )| ≤ C′ · ‖κ‖L2

for any L2-function κ and for any P ∈ X .

Let (E, ∂E , θ) be a Higgs bundle on X with a hermitian metric h. Let F (h) and
R(h) denote the curvatures of the connections ∂E+∂E+θ+θ† and ∂E+∂E respectively.
We have the expression θ = g · dz. We would like to estimate

∣∣g∣∣
h

by the eigenvalues
of g and the L2-norm

∥∥F (h)
∥∥
L2 as in the following proposition.

Proposition 7.1. — Let t be any positive number such that t < 1. There exist
constants C and C′ such that the following inequality holds on X(t):

|g|2h ≤ C · e2C′||F (h)||L2 .



70 CHAPTER 7. A PRIORI ESTIMATE OF HIGGS FIELDS

The constant C′ is as above, and the constant C depends only on t, the rank of E and
the eigenvalues of g.

Proof Let us begin with the following lemma, which is just a minor modification
of the fundamental inequality in the theory of harmonic bundles.

Lemma 7.2. — We have the inequality:

Δ log |g|2h ≤ −
∣∣[g, g†]∣∣2

h

|g|2h
+ |F (h)|h.

Proof By a general formula, we have the following inequality:

−√−1Λ∂∂ log |g|2h ≤ −√−1Λ

(
g, [R(h), g]

)
|g|2h

.

Then we obtain the desired inequality fromR(h) = F (h)−[θ, θ†] = F (h)−[g, g†]·dz·dz̄.

Let us take a function A satisfying ΔA = |F (h)|h and |A| ≤ C′||F (h)||L2 . Then
we obtain the following:

Δ
(
log |g|2h −A

)
= Δ log

(|g|2h · e−A) ≤ −
∣∣[g, g†]∣∣2

h

|g|2h
.

We take the decomposition g(Q) = ρQ +NQ as follows:

– There exists an orthonormal basis v of E|Q, for which g(Q) can be represented
by a triangular matrix, and ρQ corresponds to the diagonal part, and NQ cor-
responds to the off-diagonal part.

Then there exists a constant C1 which depends only on the rank of E, such that the
following inequality holds:

Δ log
(
e−A · |g|2h

)
(Q) ≤ −C1 · |NQ|

4
h

|g|2h
.

We also have a constant C2 which depends only on the eigenvalues of g, such that∣∣ρQ∣∣2h ≤ C2 holds.
Let T be a number such that 0 < T < 1, and φT : X(T ) −→ R is given by the

following:

φT (z) =
2T

(T − |z|)2 .

Then we have ΔφT = −φT and φT ≥ 2. In particular, we have
∣∣ρQ∣∣2 ≤ 2−1 ·C2 · φT .

The following lemma is clear.

Lemma 7.3. — Either one of |g|2h ≤ C2 · φT or |g|2h ≤ 2 · |NQ|2h holds.
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We take a constant Ĉ3 > 0 satisfying Ĉ3 > C2 and Ĉ3 > 4 · C−1
1 , and we put

C3 := Ĉ3 · eC′‖F (h)‖L2 . We put ST :=
{
P ∈ X(T )

∣∣ (e−A · |g|2)(P ) > C3 ·φT (P )
}
. For

any point P ∈ ST , we have the inequality:

|g(P )|2h > C3 · eA(P ) · φT (P ) > C2 · φT (P ).

Due to Lemma 7.3, we obtain the following:

(51) Δ log
(
e−A · |g|2h

)
(P ) ≤ −C1

4
· |g(P )|2h

=
(
−C1

4
· eA(P )

)
· (e−A(P ) · |g(P )|2h

) ≤ − 1
C3

(
e−A · |g|2h

)
(P ).

On the other hand, we have the following:

Δ log(C3 · φR) = − 1
C3

(C3 · φR).

Moreover, it is easy to see ∂ST ∩ {|z| = T } = ∅. Hence, we obtain ST = ∅ by a
standard argument. (See [1], [46] or the proof of Proposition 7.2 in [38].) Namely,
we obtain the inequality e−A|g|2h ≤ Ĉ3 · e‖F (h)‖L2 · φT on X(T ). Taking a limit for
T → 1, we obtain |g|2h ≤ e2C

′||F ||L2 · Ĉ3 · (1 − |z|2)−1. Hence there exists a constant
C, which depends only on t, the rank of E and the eigenvalues of g, such that the
following inequality holds on |z| < t < 1:

|g|2h ≤ C · e2C′||F (h)||L2 .

Thus the proof of Proposition 7.1 is accomplished.

7.2. A priori estimate of Higgs field on a punctured disc

7.2.1. Statement. — We use the notation in the previous section. Namely, we put
X(T ) := {z ∈ C | |z| < T } and X := X(1). Let D denote the origin of X . Take
positive numbers ε and N such that ε < 1/2 and N > 10. The metric g(ε,N) of
X −D is given as follows:

g(ε,N) := (εN+2|z|2ε + |z|2)dz · dz̄|z|2 .

Let (E, ∂E , θ) be a Higgs bundle on X(1 + ε′) −D (ε′ > 0), and let h be a hermitian
metric of E. Let F (h) and R(h) denote the curvatures of the connections ∂E+∂E+θ+
θ† and ∂E + ∂E respectively. We have F (h) = R(h)+ [θ, θ†]. We have the expression:

F (h) = F · dz · dz̄|z|2 .

In this section, ‖F (h)‖L2 denote the L2-norm of F (h) with respect to h and g(ε,N):

‖F (h)‖L2 :=
∫

|F (h)|2h,g(ε,N) · dvolg(ε,N) =
∫

|F |2h · dvolε,N

Here dvolε,N is the volume form given in the subsection 2.5.1.
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Assumption 7.4. — We assume ‖F (h)‖L2 <∞.

We have the expression θ = f0 · dz/z.

Assumption 7.5. — We assume that the coefficients aj(z) of P (z, t) := det(t −
f0(z)) =

∑
aj(z) · tj are holomorphic on X .

The set of the the polynomial P (0, t) is denoted by S0.

Assumption 7.6. — We assume the following:

– We have the decomposition E =
⊕

a∈S0
Ea, such that f0(Ea) ⊂ Ea. In partic-

ular, we have the decomposition f0 =
⊕
f0 a.

– There exist some positive numbers C0 and ε0 such that |b − a| < C0 · |z(Q)|ε0
holds for any eigenvalue b of fa |Q (Q ∈ X −D).

– We put ξ :=
∑
a∈S0

rank(E0) · |a|2 �= 0. We assume ξ �= 0, for simplicity.

Remark 7.7. — The first two assumptions are always satisfied, if we replace X by
a smaller open set. The third condition is minor, for we may perturb ξ by taking
tensor products with an appropriate Higgs bundle of rank one.

We take a total order ≤1 on S0, and we put FaE :=
⊕

b≤1a
Eb and F<aE :=⊕

b<1a
Eb. Let E′

a denote the orthogonal complement of F<a(E) in Fa(E). We put
ρ :=

⊕
a∈S0

a · idEa and ρ′ :=
⊕

a∈S0
a · idE′

a
. We have |ρ′|2h = ξ. It is our purpose to

give the estimate of f0 and ρ as in the next proposition.

Proposition 7.8. —

(I) : Let T1 be a positive number such that T1 < 1. There exist positive constants
C1 and Ĉ1 satisfying the following inequality on Δ∗(T1):

(52) |f0 − ρ′|h ≤ C1 ·
exp

(
Ĉ1 · ‖F (h)‖L2

)
− log |z|

(II) : There exist positive constants C2, Ĉ2 and T2, satisfying the following in-
equality on Δ∗(T2):

(53)
∣∣ρ− ρ′

∣∣
h
≤ C2 ·

exp
(
Ĉ2 · ‖F (h)‖L2

)
(− log |z|)2

Here Ci, Ĉi (i = 1, 2) and T2 depends only on the constants C0, ε0, T1, S0 and
rank(E).

We will prove the proposition in the rest of this section. In the proof, a constant
will be called good, if it depends only on the constants C0, ε0, T1, S0 and rank(E),
for simplicity. We will also use the real coordinate z = r · exp(

√−1β).
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Remark 7.9. — Similar estimates for harmonic bundles on a punctured disc are
given by Simpson ([46]. See also Proposition 7.2 in [38]). The proof for Proposition
7.8 is a minor modification. However, we need a slightly different argument for the
claim (II).

It is one of the points in Proposition 7.8 that the constants can be taken inde-
pendently of ε and N . The estimate in (II) is weaker than that given in loc. cit.,
because of the uniformness for ε and N . It is possible to obtain shaper estimate by
the argument given in loc. cit. if ε and N are fixed.

7.2.2. Preliminary estimate for f0. — We put f = f0/z. As in Lemma 7.2, we
have the following inequality:

Δ log |f |2h ≤
∣∣[f, f †]

∣∣2
h

|f |2h
+

|F |h
|z|2 .

Due Proposition 2.13, we have the function v satisfying the following:

(54) Δv =
|F |h
|z|2 , |v| ≤ C · ‖F (h)‖L2 ·

(
ε(N−1)/2rε + r1/2

)
≤ C′ · ‖F (h)‖L2 .

Here C and C′ are good constants. Then we obtain the following:

Δ log
(|f |2h · e−v) ≤ −

∣∣[f, f †]
∣∣2
h

|f |2h
.

For any point Q ∈ X −D, we have the generalized eigen decomposition with respect
to f0 a |Q:

Ea |Q =
⊕

α∈Sp(f0,a | Q)

E(f0 a |Q, α).

We have the natural bijection Sp(f0 |Q) 	 {
(a, α)

∣∣ a ∈ S0, α ∈ Sp(f0 a |Q)
}
. We

pick a total order ≤2 on Sp(f0 a |Q) on each a. Then we obtain the total order ≤3

on Sp(f0 |Q), which is given by the lexicographic order of ≤1 and ≤2. We obtain the
filtration F (1) on E|Q defined as follows:

F
(1)
(a,α)(E|Q) =

⊕
(b,β)≤3(a,α)

E(f0 b |Q, β).

Let H(a,α) denote the orthogonal complement of F (1)
<(a,α) in F (1)

(a,α). We put as follows:

(55) ρ̃Q :=
⊕

(a,α)∈Sp(f0 | Q)

α · idH(a,α) .

There exists good constants C′′ and ε0 satisfying the following:∣∣ρ̃Q − ρ′|Q
∣∣
h
≤ C′′ · |z(Q)|ε0 .

As a result, we have a good constant A2 such that |ρ̃Q|2h ≤ A2.



74 CHAPTER 7. A PRIORI ESTIMATE OF HIGGS FIELDS

We put gQ := f|Q− ρ̃Q. Then we have the equality |f|Q|2h = |ρ̃Q|2h · |z(Q)|−2+ |gQ|2h.
There exists a good constant A1 satisfying

∣∣[f|Q, f †
|Q
]∣∣
h
≥ A1 · |gQ|2. Then it is easy

to see the existence of good constants A3 and A4 satisfying the following:

Either one of |f(Q)|2h ≤ A3·|z(Q)|−2 or Δ log
(|f |2h·e−v)(Q) ≤ −A4·|f |2h(Q)

holds for any point Q ∈ X −D:

Hence we obtain the following lemma.

Lemma 7.10. — For any point Q ∈ X −D, one of the following holds:

– |f(Q)|2h ≤ A3 · |z(Q)|−2.
– Δ log

(|f |2h · e−v)(Q) ≤ −A4 · e−C′‖F (h)‖L2 · (|f |2h · e−v)(Q).

Let η be any positive number. Let us take a positive number B satisfying B ≥
4·A4

−1 and B > A3. In particular, B is a good constant. We put B̃ := B ·eC′‖F (h)‖L2 ,
and we put mη, �B := B̃ · (|z| − η)−2 · (|z| − 1)−2 which is a C∞-function on the region{
z
∣∣ η < |z| < 1

}
. The following inequalities can be shown by a direct calculation:

(56) Δ logmη, �B ≥ −A4 · e−C′‖F (h)‖L2 ·mη, �B, mη, �B ≥ A3 · |z|−2.

We put S1 :=
{
z ∈ X −D

∣∣ η < |z| < 1, |f(z)|2h · e−v(z) > mη, �B(z)
}
. It is easy to

see that S1 is relatively compact in {η < |z| < 1}. Then we can obtain S1 = ∅ from
Lemma 7.10 and (56) by a standard argument. (See [45] or the proof of Proposition
7.2 in [38].) In other words, we have the inequality |f(z)|2h · e−v(z) ≤ mη, �B(z) for any
point z ∈ X −D such that |z| > η. Hence we obtain the following inequality:

|f(z)|2h ≤ ev(z) · B · eC′‖F (h)‖L2

|z|2(|z| − 1
)2 .

Let T3 be any positive number such that T1 < T3 < 1. Therefore there exists a good
constant A5, such that the following holds on X(T3) −D:

|f(z)|2h ≤ A5 · e2C′‖F (h)‖L2

|z|2 .

7.2.3. Estimate for f0. — We put k := log |f |2h− log
(
ξ · |z|−2

)
. Then we have the

following:

k(Q) = log
( |z(Q)|2

ξ
· |f|Q|2

)
= log

( |z(Q)|2
ξ

· (|ρ̃Q|2h · |z(Q)|−2 + |gQ|2h
))
.

We put bQ := |ρ̃Q|2 − ξ. We have a good constant A6 such that |bQ| ≤ A6 · |z(Q)|ε0 .

Lemma 7.11. — There exist good constants A7 and Â7 satisfying the following in-
equality for any point Q ∈ Δ∗(T3):

(57) A7 ·e− �A7‖F (h)‖L2

(
ξ−1 · bQ+

|z(Q)|2
ξ

· |gQ|2h
)
≤ k(Q) ≤ ξ−1 · bQ+

|z(Q)|2
ξ

· |gQ|2h.
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Proof We have the following description:

k(Q) = log
(
1 + ξ−1 · bQ +

|z(Q)|2
ξ

· |gQ|2h
)
.

Then the right inequality is obvious. We have only to obtain the left inequality. Recall
we have obtained |gQ|2h ≤ |f|Q|2h ≤ A5 · e2C′‖F (h)‖L2 · |z(Q)|−2 on Δ∗(T3). Hence we
obtain ξ−1

(
ξ + |z(Q)|2 · |gQ|2h

) ≤ A′
5 · e2C

′‖F (h)‖L2 for some good constant A′
5. Thus

we obtain the following inequality:

log(A′
5 · e2C

′‖F (h)‖L2 )
A′

5 · e2C′‖F (h)‖L2

(
bQ
ξ

+
|z(Q)|2
ξ

|gQ|2
)

≤ k(Q).

We can take good constants A7 and Â7 satisfying the following:

A7 · e− �A7‖F (h)‖L2 ≤ log
(
A′

5 · e2C
′‖F (h)‖L2

)
A′

5 · e2C′‖F (h)‖L2
.

Thus the desired inequality (57) is obtained.

Recall the estimate of v as in (54). We have assumed that N is sufficiently large.
Hence there exists a good constant A10 satisfying the following:

ξ−1 ·A6 · |z|ε0 ≤ 1
2
A10 ·

(
− log

|z|
T3

)−2

, |v| ≤ 1
3
A10 · ‖F (h)‖L2 ·

(
− log

|z|
T3

)−2

.

Lemma 7.12. — Let Q be a point of X(T3) −D satisfying the following:

k(Q) − v(Q) ≥ A10 · (1 + ‖F (h)‖L2) ·
(
− log

|z(Q)|
T3

)−2

.

Then the following holds:

Δ(k − v)(Q) ≤ −A2
1 · ξ2

16 · A5

∣∣(k − v)(Q)
∣∣2

|z(Q)|2 · e−2C′‖F (h)‖L2 .

Proof We obtain the inequality: k(Q) − v(Q) ≥ 2ξ−1A6 · |z(Q)|ε0 ≥ 2bQ · ξ−1.
Thus we obtain the following:

2bQ
ξ

≤ k(Q) ≤ bQ
ξ

+
|z(Q)|2
ξ

|gQ|2.

Hence we have ξ−1 · bQ ≤ ξ−1 · |z(Q)|2 · |gQ|2 and k(Q) ≤ 2ξ−1 · |z(Q)|2 · |gQ|2h. We
also have the inequality k(Q)− v(Q) ≥ 3|v|(Q), and hence k(Q) ≥ 2|v(Q)|. It implies
|k(Q) − v(Q)|2 ≥ k(Q)2/4. Therefore we obtain the following:

(58) Δ(k − v)(Q) ≤ −
∣∣[f, f †]

∣∣2
h

|f |2h
(Q) ≤ −A2

1 ·
|gQ|4h

|f(Q)|2h
≤ − A2

1

|f(Q)|2h
· ξ2

4 · |z(Q)|4 k(Q)2

≤ −A
2
1 · ξ2
4A5

k(Q)2

|z(Q)|2 · e−2C′‖F (h)‖L2 ≤ −A
2
1 · ξ2

16A5

∣∣(k − v)(Q)
∣∣2

|z(Q)|2 · e−2C′‖F (h)‖L2 .

Thus we are done.
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Let us take a good constant A11 satisfying A11 ≤ ξ2 · A2
1 · (16 · A5)−1 and A11 <

6 ·A−1
10 . Due to the previous lemma, either one of the following holds:

(59) (k − v)(Q) < A10 ·
(
1 + ‖F (h)‖L2

) · (− log
|z|
T3

)−2

or

(60) Δ(k − v)(Q) ≤ −A11 · e−2C′‖F (h)‖L2

∣∣k(Q) − v(Q)
∣∣2

|z(Q)|2 .

We put B = 6 · A−1
11 · e2C′‖F (h)‖L2 . Let ε1 be any positive number, and we put as

follows:

pB,ε1 = B ·
(
− log

|z|
T3

)−2

+ ε1 ·
(
− log

|z|
T3

)
.

By a direct calculation, we have the following inequalities:

ΔpB,ε1 ≥ −A11 · e2C′‖F (h)‖L2 · p
2
B,ε1

|z|2 ,

pB,ε1 > A10 · eC′‖F (h)‖L2 ·
(
− log

|z|
T3

)−2

≥ A10 ·
(
1 + ‖F (h)‖L2

) · (− log
|z|
T3

)−2

.

We put S2 :=
{
Q
∣∣ (k − v)(Q) > pB,ε1(Q)

}
.

Lemma 7.13. — The set S2 is empty. In other words, we have k(Q) ≤ pB,ε1(Q) +
v(Q) for any point Q ∈ Δ∗.

Proof For any point Q ∈ S, the inequality (60) holds. Hence we obtain the
following subharmonicity:

Δ(k − v − pB,ε1)(Q) ≤ −A11 · e−2C′‖F (h)‖L2 · (k(Q) − v(Q))2 − p2
B,ε1

|z(Q)|2 ≤ 0.

On the other hand, for any Q ∈ ∂S we have k(Q) − v(Q) = pB,ε1(Q). Hence we
obtain k − v ≤ pB,ε1 on S, and hence we arrive at the contradiction.

As a result, we obtain the following inequalities:

(61) k(Q) ≤ 1
3
A10 · ‖F (h)‖L2 ·

(
− log

|z|
T3

)−2

+ 6A−1
11 · e2C′‖F (h)‖L2 ·

(
− log

|z|
T3

)−2

+ ε1 ·
(
− log

|z|
T3

)
.

By taking a limit for ε1 → 0, we obtain the following inequality for some good
constants A12 and Â12:

k(Q) ≤ A12 · e �A12‖F (h)‖L2 ·
(
− log

|z|
T3

)−2

.

Therefore we obtain the following, for some good constants A13 and A14:

|z(Q)|2 · |gQ|2 ≤ A13 · eA14‖F (h)‖L2 ·
(
− log

|z|
T3

)−2

.
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Then the claim (I) follows immediately.

7.2.4. Estimate for ρ. — Let us show the claim (II). We put q := ρ− ρ′, which is
an element of

⊕
a<1b

Hom(E′
b, E

′
a). We use the notation in the section 2.4.

Lemma 7.14. — There exist good constants A15 and A16 such that |q|h ≤ A15 ·
eA16‖F (h)‖L2 · (− log |z|)−1 on X(T1) −D.

Proof We have 0 = [f0, ρ] = [f0, ρ′ + q] = Ff0(q) + [ρ′ + g̃, ρ′] = Ff0(q) + [g̃, ρ′].
We know

∣∣[g̃, ρ′]∣∣
h
≤ A17 · eA18‖F (h)‖L2 · (− log |z|)−1. Then we have only to apply

Lemma 2.12.

Lemma 7.15. — The following inequality holds:∣∣[ρ, f †
0 ]
∣∣2
h
≥ A19

(− log |z|)2(− log |z|+ eA20‖F (h)‖L2
)2 · |q|2h.

Proof We have [ρ, f †
0 ] = [ρ− ρ′, f †

0 ] + [ρ′, f †
0 ]. We put as follows:

S =
⊕
a<1b

Hom(E′
b, E

′
a).

We obtain
∣∣[ρ, f †

0 ]
∣∣2
h
≥ ∣∣πS([ρ − ρ′, f †

0 ]
)∣∣2
h

=
∣∣Gf†

0
(ρ − ρ′)

∣∣2
h
. We know that Gf†

0
is

invertible, and the norm of G−1

f†
0

is dominated by
∏
a=b(a− b)−n(a,b) · ‖f †

0‖M for some
large M . We also have the following inequality:

‖f †
0‖ ≤ A20

(
1 +

eA21‖F (h)‖L2

(− log |z|)
)
.

Hence we obtain the following:

(62) |q|2h = |ρ− ρ′|2h =
∣∣G−1

f†
0
Gf†

0
(ρ− ρ′)

∣∣2
h
≤ |G−1

f†
0
|2h ·

∣∣Gf†
0
(ρ− ρ′)

∣∣2
h

≤ A22

(
1 +

eA23‖F (h)‖L2

− log |z|
)M

· ∣∣Gf†
0
(ρ− ρ′)

∣∣2
h

≤ A24

(
1 +

eA25‖F (h)‖L2

− log |z|
)2

· ∣∣Gf†
0
(ρ− ρ′)

∣∣2
h
.

Thus we are done.

We have the following inequality:

Δ log |ρ|2h ≤ −
∣∣[ρ, f †

0 ]
∣∣2
h

|ρ|2h
+ |F |h · |z|−2.

Due to Lemma 7.15, we obtain the following:

Δ
(
log |ρ|2h − v

) ≤ −A19 · (− log |z|)2(− log |z| + eA20‖F (h)‖L2
)2

|q|2h
|z|2 .
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We have k := log ξ−1|ρ|2h = log
(
1+ξ−1|q|2h

) ≤ ξ−1|q|2h. Hence we obtain the following:

Δ(k − v) ≤ −A19
(− log |z|)2 · ξ

(− log |z| + eA20‖F (h)‖L2 )2
· k
r2
.

Since we have k(Q) > 0, either one of the following holds:

k(Q) < 10 · v(Q)

or

Δ(k − v)(Q) ≤ − 9
10
A19 · (− log |z|)2 · ξ

(− log |z|+ eA20‖F (h)‖L2 )2
· k − v

r2
(Q).

Lemma 7.16. — We have a good constant T4 such that either one of the following
holds, for any Q ∈ Δ∗(T4):

k(Q) ≤ 10 · v(Q)

or

Δ(k − v)(Q) ≤ − 20 · (k − v)
r2 · (− log |z|+ eA20‖F (h)‖L2 )2

(Q).

We put φ(z) :=
(− log |z|+ eA20‖F (h)‖L2

)−4 + η · (− log |z|) for any η > 0. Then we
have the following:

(63) Δφ(z) = − 1
r2

(
r
∂

∂r
r
∂

∂r

)
φ(z)

= − 20

r2 · (− log |z| + eA20‖F (h)‖L2
)6 ≥ − 20 · φ(z)

r2 · (− log |z| + eA20‖F (h)‖L2 )2
.

We have already known (k − v)(Q) ≤ A21 · eA22‖F (h)‖L2 for some good constants A21

and A22. Hence there exist good constants A24 and A25 such that the inequality
(k − v)(Q) ≤ A24 · exp(A25‖F (h)‖) · φ(Q) holds for Q ∈ ∂X(T4). We put S :=

{
Q ∈

X(T4)
∣∣ (k − v)(Q) > A24 · exp(A25‖F (h)‖) · φ(Q)

}
. We remark that the closure of S

does not intersect with D and ∂X(T4). Then we obtain the following inequality on
X(T4) −D, by a standard argument:

(k − v) ≤ A24 · eA25‖F (h)‖ · φ =
A24 · eA25‖F (h)‖L2(− log |z| + eA20‖F (h)‖L2

)4 .
Recall the inequality (54). Hence we obtain the following inequality, for some good
constant A26 and A27:

k ≤ A26

(
rε · ε(N−1)/2‖F (h)‖L2 +

eA25‖F (h)‖L2

(− log |z| + eA20‖F (h)‖L2 )4

)
≤ A27 · e

A28‖F (h)‖L2(− log |z|)4 .
Then we arrive at the following inequality, for some good constants A28 and A29:

|q|2h ≤ A28 · e
A29‖F (h)‖L2

(− log |z|)4 .
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Thus the proof of Proposition 7.8 is finished.

7.3. An estimate on a multiple disc

Let (Y, ω) be a Kahler manifold. Let (E, ∂E , θ) be a Higgs bundle with a Hermitian
metric h. We assume ||F (h)||L2,ω < ∞, where ‖F (h)‖L2ω denote the L2-norm with
respect to ω and h. For simplicity, we restrict ourselves to the case ΛωF (h) = 0.

Remark 7.17. — The induced Higgs field and the metric of End(E) are denoted by
θ̃ and h̃. Then the metric h̃ is a Hermitian-Einstein metric of

(
End(E), θ̃

)
such that

ΛωF (h̃) = 0.

We would like to estimate the sup norm of θ with respect to ω and h, by the L2-
norm ‖F (h)‖L2,ω and the eigenvalues of θ, locally on Y . For that purpose, we may
assume Y = Δ(T1)n for some T1 > 0. Let g denote the metric

∑
dzi · dz̄i of Δ(T1)n.

There are constants C > 0 such that C−1 · ω ≤ g ≤ C · ω. We will use the standard
volume forms dvolzi =

√−1dzi · dz̄i and dvolg =
∏

dvolzi .
We have the expression θ =

∑
fi · dzi for holomorphic sections fi ∈ End(E) on Y .

We will obtain the estimate of the norms of fi on Δ(T2)n for any T2 < T1 as in the
next lemma.

Lemma 7.18. — Let (E, ∂E , θ, h) and Y be as above. There are some constants C1

and C2 such that the following inequality holds for any P ∈ Δ(T2)n:

log |fi|2(P ) ≤ C1 ·
∥∥F (h)

∥∥
L2 + C2.

The constants C1 and C2 are good in the sense that they depend only on Tj (j = 1, 2),
the rank of E, the eigenvalues of fi (i = 1, 2, . . . , n) and the constant C.

Proof We take a positive number T3 such that T2 < T3 < T1. Since we have
θ̃(fi) = 0, we have the subharmonicity Δω log |fi|2h ≤ 0 due to Lemma 2.10. For
P ∈ Δ(T2)n, we have the following inequality (see Theorem 9.20 in [15], for example):

log |fi|2(P ) ≤ C3 ·
∫

Δ(T3)2
log+ |fi|2 · dvol .

Here we put log+(y) := max{0, log y}, and C3 denotes a good constant in our case.
We have the expression F =

∑
Fi,j · dzi · dz̄j . Due to Proposition 7.1, there exist

good constants Cj (j = 4, 5) such that the following inequality holds for any point
(z1, z2, . . . , zn) ∈ Δ(T3)n:

log |f1|2(z1, z2, . . . , zn) ≤ C4 ·
(∫

|w1|≤T1

|F1,1(w1, z2, . . . , zn)|2 · dvolw

)1/2

+ C5.

Then the claim of Lemma 7.18 immediately follows.





CHAPTER 8

PRELIMINARY FOR A CONVERGENCE RESULT

This chapter is also a preparation for some convergence (Theorem 9.2), which is
crucial in our proof of Kobayashi-Hitchin correspondence in the surface case (Theorem
10.1). The results will be used in the section 9.3. Let us briefly mention what we
would like to see. (See also the proof of Theorem 9.2.)

Let X be a smooth projective surface with a polarization L, and D be a simple
normal crossing divisor. Let {(cEm,Fm, θm) |m = 1, 2, . . .} be a sequence of c-
parabolic Higgs bundles on (X,D), which converges to a μL-stable c-parabolic Higgs
bundle (cE,F , θ). We put Em := cEm|X−D.

Assume that the metrics hm of Em are given such that ΛωmF (hm) = 0, where
ωm denotes Kahler metrics of X −D. We also assume that F (hm) converges to 0 in
L2. In this situation, it is rather easy to see the convergence of (Em, ∂Em , θm, hm)
locally on X − D, once we take an appropriate subsequence. The limit is denoted
by (E∞, ∂∞, θ∞, h∞), which is a tame harmonic bundle, and then we obtain the
c-parabolic Higgs bundle (cE∞,F∞, θ∞) on (X,D).

Our real problem is to show that (cE,F , θ) and (cE∞,F∞, θ∞) are isomorphic. It
is rather easy to see that we have only to construct a non-trivial map cE|C −→ cE∞|C
compatible with the parabolic structures and the Higgs fields, on a generic curve
C ⊂ X .

For that purpose, we would like to show that {(cEm,Fm, θm)|C} converges to
(cE∞,F∞, θ)|C in an appropriate sense. Hence we will discuss the following issues:

– We would like to show that a subsequence of {(Em, ∂m, θm, hm)|C\D} converges
to (E∞, ∂∞, θ∞, h∞)|C\D on a general curve C, in a good way. The issue will
be discussed in the section 8.1. We have only to care it around the smooth part
of D. Hence we will discuss it in the setting of the subsection 8.1.1.

– Let C be as above. Let Φm : Em −→ E∞ be the isomorphisms as in Definition
2.1, given onX−D. We would like to replace morphisms Φm |C\D : Em |C\D −→
E∞|C\D with Ψm : cEm|C −→ cE∞|C . For the construction of Ψm, we will
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construct good local holomorphic frames of cEm around C \D. The issue will
be discussed in the sections 8.2–8.3. Since the problem is local around C ∩D,
we will discuss a bundle on a punctured disc.

In the section 8.2, we construct an orthonormal frame for which the connec-
tion form is small. By modifying it, we will obtain a good holomorphic frame
in the section 8.3.

8.1. Selection of a curve and orthogonal frames

8.1.1. Setting. — We put I := [0, 1]. We have the embedding I2 ⊂ C given
by (u, v) �−→ u +

√−1v, which gives the complex structure of I2. We will use the
standard measure of I2 as in the subsection 2.5.2, which will be omitted to denote.
We put Kn :=

{
(n− 1)π < y < (n+ 1)π

∣∣ − π < x < 2π
}
, which is the subset of the

upper half plane H =
{
(x, y) ∈ R2

∣∣ y > 0
}
.

Let ω′
m be Kahler forms on Δ× I2. We assume that the sequence {ω′

m} converges
to a Kahler form ω′ on I2 in the C∞-sense. Let κ be a positive function on Δ × I2.
Then we put as follows, for a sufficiently large fixed N , say N > 10:

ωm :=
√−1∂∂

(
εNm · (|z|2 · κ)εm)

+ ω′
m.

We have the following:

(64) ωm =
√−1εN+2

m · |z|2εm · κεm
(
dz

z
+
∂κ

κ

)(
dz̄

z̄
+
∂κ

κ

)
+
√−1εN+1

m |z|2εm · κεm(
∂∂ log κ

)
+ ω′

m.

Then ωm is quasi isometric to the following metric, independently of m:

ω̃m := εN+2
m · |z|2εm · dz · dz̄|z|2 + dw · dw̄

Namely, there exists a positive constant C such that C−1ω̃m ≤ ωm ≤ C · ω̃m.

8.1.2. Statement. — Let (Em, ∂Em , θm) be Higgs bundles on Δ∗ × I2, and let hm
be a Hermitian-Einstein metric of (Em, ∂Em , θm) with respect to ωm. We assume the
following:

– ΛωmF (hm) = 0 and
∫ |F (hm)|2hm,ωm

· dvolωm ≤ δm.
– We have the expression θm = fm,1 · dz/z + fm,2 · dw. Assumption 7.5 holds for
Pw(z, t) := det(t−f1(z, w)) and for any w. The sets S0 of the solutions Pw(0, t)
are independent of w.

We will prove the following proposition in the rest of this section.

Proposition 8.1. — There exist subset Z ⊂ I2 with the positive measure, a large
number C and a large integer n0, such that the following holds for any point P ∈ Z:

– There exist C1-orthonormal frames vm,n of Em |Kn×{P} for any n ≥ n0.
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– Let Am,n · dz/z be the connection form with respect to vm,n, i.e., (∂Em +
∂Em)vm,n = vm,n · Am,n · dz/z. Then supKn

∣∣Am,n∣∣ ≤ C · n−2.

8.1.3. The choice of Z. — For the proof, we will use the notation in the subsection
2.5.2. We denote the projection Δ∗ × I2 −→ I2 by π. The holomorphic coordinates
of Δ and I2 are given by z and w.

Since we have only to take large n0, we may assume that Assumption 7.6 holds in
family. Namely, we may assume that we have the decomposition Em =

⊕
α∈S0

Em,α
such that fm,i(Em,α) ⊂ Em,α, and hence we have the decomposition fm,i =

⊕
fm,i,α.

We may also assume that any eigenvalues β of fm,1,α satisfy |α − β| ≤ C · |z|ε0 for
some constants C and ε0.

We take E′
m,i, ρm and ρ′m in the section 7.2. For any point P ∈ I2, we put as

follows:

(65) Gm(P ) :=
∫ ∣∣F (hm)

∣∣2
hm,ωm

(z, P ) · εN+2
m · |z|2εm ·

√−1dz · dz̄
|z|2 .

Then Gm gives the measurable function on I2. By applying Lemma 2.15, we obtain
the following.

Lemma 8.2. — Let M be a sufficiently large number. Then there exists a subset
Z ⊂ I2 with the positive measure such that the following holds for any point P ∈ Z:

– Take k and l such that P ∈ Dm,n,l and P ∈ D̂m,n,k. Then we have the following:∫
D1

m,n,l

Gm ≤M · εN+2
m · e−2nεm ,

∫
�D1

m,n,k

Gm ≤ n2 ·M · εN+2
m · e−2nεm .

The integrals are taken with respect to the standard Lesbegue measure. Moreover
Gm(P ) < M holds.

We will show that Z is the desired set in Proposition 8.1.

8.1.4. Coordinate change. — Let ϕ : H −→ Δ∗ be the universal covering given
by ζ �−→ z = e

√−1ζ . The metric ϕ∗ωm is quasi isometric to ϕ∗ω̃m = εN+2
m · e−2yεm ·

dζ · dζ̄ + dw · dw̄ on H. The subset K1
n ⊂ H is given by K1

n :=
{
(n − 2)π < y <

(n+ 2)π
∣∣ − 2π < x < 3π

}
. We put as follows:

Dm,n,l :=
{
w◦ = u+

√−1v
∣∣ − 1 ≤ u ≤ 1, −1 ≤ v ≤ 1

}
,

D1
m,n,l :=

{
w◦ = u+

√−1v
∣∣ − 3 ≤ u ≤ 3, −3 ≤ v ≤ 3

}
.

We have the affine map ψm,n : C −→ C for each (m,n) with dw◦ = Lm,n · dw such
that the following diagram is commutative:

Dm,n,l ψm,n−→ Dm,n,l⋂ ⋂
D1
m,n,l −→ D1

m,n,l
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We put ωm,n := ψ−1
m,nϕ

∗ωm. Because we have ψ−1
m,nϕ

∗ω̃m = εN+2
m · e−2yεm ·dζ ·dζ+

L−2
m,ndw

◦ · dw◦ on K1
n × D1

m,n,l, and because εN+2
m · e−2yεm and L−2

m,n are very close
by our choice, the metrics ωm,n and ω◦

m,n := L−2
m,n

(
dζ · dζ + dw◦ · dw◦) are mutually

bounded. Moreover the Laplacians Δωm,n and Δω◦
m,n

are sufficiently close.

8.1.5. The estimate of qm = ρm− ρ′m. — A constant is called good in the follow-
ing, if it is independent of m and n. We put qm := ρm− ρ′m on Δ∗ × I2, and the pull
back ψ−1

m,nϕ
−1qm is also denoted by qm.

Lemma 8.3. — There exists a good constant C500 such that the following holds for
any Q ∈ Kn ×Dm,n,l:

(66) |qm|hm(Q) ≤ C500

n2
.

Proof We denote ψ−1
m,nϕ

∗ρm also by ρm,n. We have the subharmonicity, i.e.,
Δωm,n log |ρm,n|2hm

≤ 0. Since Δωm,n is sufficiently close to the Laplacian for ω◦
m,n =

L−2
m,n

(
dζ ·dζ+dw◦ ·dw◦), there exists a good constant C501 > 0 such that the following

inequality holds, for any Q = (Q1, Q2) ∈ Kn ×Dm,n,l: (see [15], for example):

log
(
ξ−1|ρm,n|2hm

)
(Q) ≤ C501 ·

∫
K1

n×D1
m,n,l

log+
(
ξ−1

∣∣ρm,n∣∣2hm

) · dvolst .

On the other hand, there exists a good constant C502 and C503 such that the following
inequality holds for any (ζ, w◦) ∈ K1

n ×D1
m,n,l, due to the result in the section 7.2:

log
(
ξ−1|ρm,n|2hm

)
(ζ, w◦) ≤ C502 ·

exp
(
C503 ·Gm(w◦)1/2

)
n4

.

Therefore, there exist good constants C504 and C505 such that the following holds for
any point Q ∈ Kn ×Dm,n,l:

(67) log
(
ξ−1|ρm,n|2hm

)
(Q) ≤ C504

n4

∫
D1

m,n,l

exp
(
C503 ·G1/2

m

) · √−1dw◦dw◦

≤ C504

n4
· exp

(∫
D1

m,n,l

C503 ·G1/2
m · √−1dw◦ · dw◦

)
≤ C504

n4
· exp

(
C505 ·

(∫
D1

m,n,l

Gm · √−1dw◦dw◦
)1/2

)
.

Due to our choice of D1
m,n,l, we have the following, for a good constant C506:∫

D1
m,n,l

Gm · √−1dw◦ · dw◦ =
∫
D1

m,n,l

Gm · √−1dw · dw · L2
n,m ≤ C506 ·M.

Hence we obtain the following inequality for some good constant C507:

(68) log
(
ξ−1

∣∣ρm,n∣∣2hm

)
(Q) ≤ C507

n4
.



8.1. SELECTION OF A CURVE AND ORTHOGONAL FRAMES 85

For any point Q ∈ Δ∗ × I2, we take ρ̃m,Q as in (55) for (Em, ∂Em , θm, hm). Then
there exist positive constants C508 and ε0 such that the following holds:∣∣ρ′Q − ρ̃m,Q

∣∣2
hm

≤ C508 · |z(Q)|ε0 .
Then it is easy to show the existence of a good constant C509 such that the following
inequality holds, for any Q ∈ Δ∗ × I2:

(69)
∣∣∣ξ−1|ρm(Q)|2hm

− (
1 + |qm(Q)|2hm

· ξ−1
)∣∣∣ ≤ C509 · |z(Q)|ε0

Hence we obtain the following inequality for some good constants C510 and C511:∣∣∣ξ−1|ρm(Q)|2hm
− (

1 + |qm(Q)|2hm
· ξ−1

)∣∣∣ ≤ C510 · e−C511·n.

Then (66) follows from (68) and (69).

8.1.6. The estimate of fm,n,1. —

Lemma 8.4. — There exist good positive constants C601 and C602 such that the
following holds, for any Q ∈ Kn ×Dm,n,l:

(70) |fm,n,1(Q) − ρ′m,n(Q)|h ≤ C601

n
, |fm,n,1(Q)|h ≤ C602

Proof Since we have the subharmonicity Δωm,n log
(|fm,n,1|2hm

/ξ
) ≤ 0, there ex-

ists a good constant C603 such that the following inequality holds for any Q ∈
Kn ×Dm,n,l:

log
(|fm,n,1|2hm

/
ξ
)
(Q) ≤ C603

∫
K1

n×D1
m,n,l

log+
(|fm,n,1|2hm

/
ξ
) · dvolst .

Due to the result in the section 7.2, there exist good constants C604 and C605 such
that the following inequality holds for any Q′ ∈ K1

n ×D1
m,n,l:

log
(|fm,n,1|2hm

/
ξ
)
(Q′) ≤ C604

n2
· exp

(
C605 ·Gm(π(Q′))

)
.

Therefore we obtain the following, for any Q ∈ Kn × Dm,n,l:

(71) log
(|fm,n,1|2hm

/ξ
)
(Q) ≤ C603 · C604

n2

∫
D1

m,n,l

exp
(
C605 ·G1/2

m

)
·dw◦ ·dw◦ ≤ C606

n2
.

Here C606 denotes a good constant. Then (70) follows from (71) by an argument
similar to Lemma 8.3.

8.1.7. The estimate of fm,n,2. —

Lemma 8.5. — There exists a good positive constant C700 such that the following
inequality holds, for any Q ∈ Kn ×Dm,n,l:∣∣fm,n,2(Q)

∣∣
hm

≤ C700

n
.
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Proof We put as follows:

D̂m,n,k :=
{
w∧ = u+

√−1v
∣∣ − 1 ≤ u ≤ 1,−1 ≤ v ≤ 1

}
,

D̂1
m,n,k :=

{
w∧ = u+

√−1v
∣∣ − 3 ≤ u ≤ 3,−3 ≤ v ≤ 3

}
.

Similarly, we can take the affine map ψ̂m,n with L̂m,ndw = dw∧ such that the following
diagram commutes:

D̂m,n,k
�ψm,n−→ D̂m,n,k⋂ ⋂

D̂1
m,n,k

�ψm,n−→ D̂1
m,n,k

We have the expression θm = fm,n,1 ·dζ+ f̂m,n,2 ·dw∧ in the coordinate (ζ, w∧). For
a point P ∈ Δ×I2, we take k and l such that P ∈ D1

m,n,l ⊂ D̂1
m,n,k. Correspondingly

we obtain D̃1
m,n,l ⊂ D̂1

m,n,k.
Let Q′ ∈ K1

n × D̃1
m,n,l be the point corresponding to Q ∈ K1

n × D1
m,n,l. Since

Ln,m/L̂n,m are almost same as n by our construction, there exist good constants C701

and C702 such that the following holds:

(72) C701 · |fm,n,2(Q)|hm ≤ n−1 · |f̂m,n,2|hm(Q′) ≤ C702 · |fm,n,2(Q)|hm .

For any ζ ∈ K1
n, we have the following expression:

ψ̂∗
m,nϕ

∗F (hm)|{ζ}× �D1
m,n,l

(w∧) = Bm,n(ζ, w∧) · dw ∧ dw∧.

We put as follows:

Jm,n(ζ) :=
∫
�D1

m,n,l

∣∣Bm,n(ζ, w∧)
∣∣2(ζ, w∧) · √−1 · dw∧ · dw∧.

Due to the result in the section 7.1, there exist good positive constants C703 and C704

such that the following estimates holds for any (ζ, w∧) ∈ K1
n × D̃1

m,n,l:

log
∣∣f̂m,n,2∣∣hm

(ζ, w∧) ≤ C703 · Jm,n(ζ)1/2 + C704.

On the other hand, we have the subharmonicity Δωm,n log
(∣∣n · fm,n,2

∣∣2
hm

) ≤ 0 on
K1
n ×D1

m,n,l. Hence we obtain the following inequality for any Q ∈ Kn ×Dm,n,l:

(73) log
∣∣n · fm,n,2

∣∣2
hm

(Q) ≤ C705 ·
∫
K1

n×D1
m,n,l

log+
∣∣n · fm,n,2

∣∣2
hm

· dvolst

≤ C706 ·
∫
K1

n

J1/2
m,n ·

√−1dζ ·dζ +C707 ≤ C708 ·
(∫

K1
n

Jm,n · √−1dζ · dζ
)1/2

+C709.

Here Ci denote the good constants. We have the following:∫
K1

n

Jm,n · √−1dζ · dζ =
∫
K1

n× �D1
m,n,l

|Bm,n|2hm

√−1dζ · dζ · √−1dw∧ · dw∧.
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We have Bm,n · dw∧ · dw∧ = Bm,n · L2
m,n · dw · dw. Hence we obtain the following:∣∣Bm,n∣∣2hm

≤ L̂−4
m,n · ∣∣F (hm)

∣∣2
hm,ωm

.

Here the right hand side is the norm with respect to hm and ωm. Since we have
dw∧ ∧ dw∧ = dw ∧ dw · L̂2

m,n, we have good constants C710 such that the following
holds:

C710 ·ddvolωm ·L2
n,n·L̂2

m,n ≤ √−1dζ∧dζ∧√−1dw∧∧dw∧ ≤ C−1
710 ·ddvolωm ·L2

n,n·L̂2
m,n.

Therefore we obtain the following, for some good constants:

(74)
∫
K1

n

Jm,n · √−1dζ · dζ ≤ C711 ·
L2
m,n

L̂2
m,n

∫
K1

n× �D1
m,n,l

∣∣F (hm)
∣∣2
hm,ωm

dvolωm

≤ C712 · n2

∫
K1

n× �D1
m,n,l

∣∣F (hm)
∣∣2
hm,ωm

· dvolωm ≤ C713 · n4 · εN+2
m · e−2nεm .

Lemma 8.6. — There exists a good constant C714 such that the following inequality
holds:

n4 · εN+2
m · e−2nεm ≤ C714 · εN−2

m

Proof We put f(t) = t4εN+2e−2tε. We have

f ′(t) = 4t3εN+2e−2tε + t4εN+2(−2ε)e−2tε = t3εN+2e−2tε(4 − 2tε) = 0.

Hence f ′(t) = 0 if and only if t = 2ε−1. Hence we obtain f(t) ≤ 16εN−2e−4.

Now (72) is immediately obtained.

8.1.8. The end of the proof of Proposition 8.1. —

Lemma 8.7. — In all, we obtain the following inequalities, (α �= β):∣∣fm,n,1,α,α − α
∣∣
hm

≤ C

n
,

∣∣f †
m,n,1,α,α − α

∣∣
hm

≤ C

n
,

∣∣fm,n,1,α,β∣∣hm
≤ C

n2
,

∣∣f †
m,n,1,α,β

∣∣
hm

≤ C

n2
,

∣∣fm,n,2,α,α∣∣hm
≤ C

n
,

∣∣f †
m,n,2,α,α

∣∣
hm

≤ C

n
,∣∣fm,n,2,α,β∣∣hm

≤ C

n3
,

∣∣f †
m,n,2,α,β

∣∣ ≤ C

n3
.

Proof Let us see the estimate for fm,n,1,α,β. The first inequality immediately
follows from Lemma 8.4. The third inequality follows from Lemma 8.4, Lemma 8.3
and [fm,1, ρ′m] = [fm,1, ρ′m − ρm]. The estimates for f †

m,n,1,α,β immediately follow
from those for fm,n,1,α,β. The estimates for fm,n,2,α,β and their adjoints can be
shown similarly by using Lemma 8.3, Lemma 8.5 and [fm,2, ρ′m] = [fm,2, ρ′m − ρm].
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Let us return to the proof of Proposition 8.1. From Lemma 8.7, we obtain the
following estimate on Kn ×Dm,n,l:[

θm, θ
†
m

]
= O

(
dζ · dζ + dw · dw

n2

)
.

We have R(hm) = −[θm, θ†m] + F (hm) and ΛωmR(hm) = −Λωm

[
θm, θ

†
m

]
. We have

the following on Kn ×Dm,n,l, with respect to the standard metric of A×Dm,n,l:∥∥R(hm)
∥∥
L2,ωm,hm

≤ C

n2
, sup

∣∣∣ΛωmR(hm)
∣∣∣
hm

≤ C

n2
.

Ifm is sufficiently large, then the metric L−2
n,m ·ωm,n is sufficiently close to the standard

metric of Kn×Dm,n,l. By using the argument in [12], we obtain the following lemma.

Lemma 8.8. — Let p be any sufficiently large number. Let P be any point of Z.
Take (n,m, l) such that P ∈ Dn,m,l. There exist constants M > 0 and Lp2-orthonormal
frames vm,n of Em |Kn×Dm,n,l

for which the following holds:

– Let Am,n · dz/z + A′
m,n · dw◦ be the connection form with respect to vm,n, i.e.,

(∂Em +∂Em)vm,n = vm,n ·
(
Am,n ·dz/z+A′

m,n ·dw◦). Then
∣∣Am,n∣∣Lp

1
≤M ·n−2

holds.

Recall that Lpi implies Ci−1 if p is sufficiently large. By specializing the frames to
the curves Kn × {P}, we obtain Proposition 8.1.

8.2. Uhlenbeck type theorem on a punctured disc

8.2.1. Some notation. — We use the notation in the section 8.1. We put Kn =
ϕ(Kn). We put as follows:

Kn,1 :=
{
x+

√−1y ∈ Kn

∣∣ − π < x < 0
}
, Kn,2 :=

{
x+

√−1y ∈ Kn

∣∣π < x < 2π
}
.

We put Ln := ϕ
(
Kn,1

)
= ϕ

(
Kn,2

)
. We also put as follows:

Mn :=
{

(x, y) ∈ Kn

∣∣∣ − 2
3
π < x <

5
3
π
}
, M̂n :=

{
(x, y) ∈Mn

∣∣∣ y < (n+ 2−1)π
}
,

Mn,1 :=
{
(x, y) ∈ Kn

∣∣∣ − 2
3
π < x < −1

3
π
}
, Mn,2 :=

{
(x, y) ∈ Kn

∣∣∣ 4
3
π < x <

5
3
π
}
.

In this section, we use the Euclidean metric g = dx · dx+ dy · dy on the upper half
plane H.

8.2.2. Statement. — Let (E, ∂E) be a holomorphic vector bundle on Δ∗ with a
hermitian metric h. We put ∇ := ∂E + ∂E .

Assumption 8.9. — Assume that we are given C1-orthonormal frames vn of
ϕ∗E|Kn

satisfying the following:
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– Let An denote the connection one form of ∇ with respect to vn on Kn. Then
the norm of An is dominated as follows:

(75)
∣∣An∣∣h,g ≤ C

n2
.

Here the norm of An is taken with respect to h and the standard metric g =
dx · dx+ dy · dy of H.

It is the purpose in this section to show the following proposition.

Proposition 8.10. — There exists a constant γ0 and a C1-orthonormal frame w of
E on Δ∗(γ0) for which ∂E is expressed as follows:

∂Ew = w ·
(
A− 1

2
Γ
)
· dz̄
z̄

– Γ is a constant diagonal matrix whose (i, i)-th components αi satisfy 0 ≤ αr ≤
αr−1 ≤ · · · ≤ α1 < 1.

– |A| ≤ C1 ·
(− log |z|)−1

.
– supK |A| ≤ C2(K) for any compact subset K ⊂ Δ∗(γ0).

The constants γ0, C1 and C2(K) depends only on C.

8.2.3. Proof. — In the following argument in this section, “a constant C′ is good”
means that a constant C′ depends only on the constant C. Similarly, ‘a constant
C′(K) is good’ means that a constant C′(K) depends only on the constant C and a
given compact subset K ⊂ Δ∗.

Let sn : Kn ∩Kn−1 −→ U(r) be the function determined by vn−1 = vn · sn.
Lemma 8.11. — sn is C1, and

∣∣dsn∣∣C0 ≤ C3 · n−2 for some good constant C3.

Proof It follows from (75) and the relation dsn = sn · An − An−1 · sn.
The following lemma can be shown easily.

Lemma 8.12. — There exist good constants N1 and C4, such that we have the ex-
pression sn = Sn · exp

(
s̃n
)

for each n ≥ N1. Here s̃n : Kn ∩Kn−1 −→ u(r) satisfies∣∣s̃n∣∣C1 ≤ C4 · n−2, and Sn denotes an element of U(r).

Let us consider v′
n = vn ·Sn ·Sn−1 ·· · ··SN1 instead of vn. Then we have the function

s′n : Kn ∩Kn−1 −→ U(r) satisfying v′
n = v′

n−1 · exp(s′n) and
∣∣s′n∣∣C1 ≤ C4 · n−2. The

connection one form A′
n of ∇ with respect to the frame v′

n satisfies the estimate (75).
Hence we may and will assume Sn = 1.

We put vn,a := vn |Kn,a
. Via the identificationKn,1 	 Ln 	 Kn,2, both of vn,a give

the frames of p∗E|Kn,1 , which are denoted by the same notation. Let tn : Kn,1 −→
U(r) be the function determined by vn,1 = vn,2 · tn. As in Lemma 8.11, it can be
shown that tn is C1 and that

∣∣dtn∣∣C0 ≤ C5 · n−2 for some good constant C5. The
following lemma is easy.
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Lemma 8.13. — There exist good constants N2 and C6 such that we have the ex-
pression tn = Tn · exp

(
t̃n
)

for any n ≥ N2. Here t̃n : Kn,1 −→ u(r) satisfies∣∣t̃n∣∣C1 ≤ C6 · n−2, and Tn denotes an element of U(r).

Let dU(r) denote the canonical distance on the unitary group U(r).

Lemma 8.14. — There exists a good constant C7 such that the following holds for
any n,m ≥ N2:

dU(r)(Tn, Tm) ≤ C7 · max
(

1
n
,

1
m

)
.

Proof The distance of the monodromies with respect to the two loops contained
in Kn can be dominated by C′

7 ·n−2 for some good constant C′
7. Hence the difference

of the monodromies with respect to the two loops contained in Kn and Km are
dominated by C′′

7 · max
{
n−1,m−1

}
. Then the claim immediately follows.

We put T := limn→∞ Tn. We take B ∈ U(r) such that B−1TB = exp
(
2π

√−1 ·Γ),
where Γ is the diagonal matrix whose (i, i)-th components αi satisfies 0 ≤ αr ≤ · · · ≤
α1 < 1. Since we can consider v′

n = vn · B instead of vn, we may and will assume
T = exp

(
2π

√−1Γ
)
.

Lemma 8.15. — There are good constants N3 and C8 such that we have the function
ťn : Kn,1 −→ u(r) satisfying tn = T · exp

(
ťn
)

and
∣∣ťn∣∣C1 ≤ C8 · n−1 for any n ≥ N3.

We put β(x, y) := exp
(
x
√−1Γ

)
and v̂n := vn · β. We put v̂n,a := v̂n |Kn,a

, and
we regard them as the frames of p∗E|Kn,1 . We put t̂n := β−1

|Kn,1
· ťn ·β|Kn,1 . Then it is

easy to check that v̂n,1 = v̂n,2 · exp
(
t̂n
)
, and thus we have

∣∣t̂n∣∣C1 ≤ C9 ·n−1 for some
good constant C9.

We put ŝn = β−1 · s̃n ·β, and then we have v̂n−1 = v̂n · exp
(
ŝn
)
, and the estimates∣∣ŝn∣∣C1 ≤ C10 ·n−2 for some good constant C10. We put Ân := β−1 ·An ·β+

√−1Γ ·dx.
Then we have the relation ∇v̂n = v̂n · Ân and the estimates

∣∣Ân − √−1Γ · dx∣∣
C0 ≤

C11 · n−2.

Take a C∞-function χ : H −→ [0, 1] satisfying the following:

χ(x, y) =
{

1 (x ≤ −3−1 · π),
0 (x ≥ 0).

We put Ψn := exp
(−x · t̂n), and un := v̂n · Ψn |Mn

. Under the natural identification
Mn,1 	Mn,2, we have the following:

un |Mn,2 = v̂n,2 = v̂n,1 · exp
(−t̂n) = un |Mn,1 .

Hence un gives the orthogonal frame of E|Kn
. The following lemma is easy to see.
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Lemma 8.16. — There exist good constants N4 and C12 such that the following
holds:

– We have the functions s′n : Kn ∩Kn−1 −→ u(r) satisfying un−1 = un · exp
(
s′n
)

and
∣∣s′n∣∣C1 ≤ C12 · n−1 for any n ≥ N4.

– The connection forms Bn of ∇ with respect to the frames un satisfy
∣∣Bn−√−1 ·

Γ · dx∣∣
C0 ≤ C12 · n−1.

Let us take a C∞-function ρn : H −→ [0, 1] satisfying the following:

ρn(x, y) :=

⎧⎨⎩
0

(
y ≤ (n− 2−1)π

)
,

1 (y ≥ nπ).

We put wn := un · exp
(
ρn · s′n

)
on M̂n. Let B̂n denote the connection one form of

∇ with respect to wn. Then we have the estimate
∣∣B̂n −√−1Γdx

∣∣
C0 ≤ C14 · n−1 for

some good constant C14.
On the intersection M̂n ∩ M̂n−1 =

{
(x, y) ∈ M̂n

∣∣ (n− 1)π < y < (n− 2−1)π
}
, we

have the following relation:

wn−1 = un−1 = un · exp
(
s′n
)

= wn.

Hence
{
wn

}
gives the orthogonal frame w of E on Δ∗(γ1) for some good constant

γ1. Let B be a connection one form of ∇ with respect to the frame w. Let us denote
p∗B as Bx · dx+By · dy. Then there exist good constants C15 and N5 such that the
following holds on

{
y > N5

}
:∣∣Bx −√−1Γ

∣∣ ≤ C15 · y−1,
∣∣By∣∣ ≤ C15 · y−1.

We have the following formula on Δ∗:

∂w = w ·
(
−1

2
Γ +

√−1
2

(
Bx −√−1Γ

)− 1
2
By

)
· dz̄
z̄
.

Then w gives the frame desired. Therefore the proof of Proposition 8.10 is accom-
plished.

8.3. Construction of local holomorphic frames

8.3.1. Setting. — Let (E, ∂E , θ) be a Higgs bundle on Δ∗. Let h be a hermitian
metric of E. Let R(h) and F (h) denote the curvatures of the connections ∇ = ∂E+∂E
and ∇+ θ+ θ†. We have the relation R(h) = F (h)− [

θ, θ†
]
. The metrics g, g̃ and gε

are given as follows:

g := dz · dz̄, g̃ :=
dz · dz̄

|z|2 · (− log |z|)2 , gε = εM+2 · |z|2ε · dz · dz̄|z|2 .

Here ε is a small positive number, and M is a positive number such that M > 10.

Assumption 8.17. — Assume the following.
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– F (h) is L2 with respect to the metrics h and gε:

‖F (h)‖L2,gε
:=

(∫
|F (h)|h,gε · dvolgε

)1/2

≤ C1.

– The norm of [θ, θ†] with respect to h and g is dominated as follows:∣∣[θ, θ†]∣∣
h,g

≤ C2 · 1

|z|−2 · (− log |z|)2 .
– There exists C1-orthonormal frame v of E, for which ∂E is represented as fol-

lows:

∂Ev = v ·
(
−Γ

2
+A

)
· dz̄
z̄

Here Γ is a constant diagonal matrix whose (i, i)-th components αi satisfy 0 ≤
α1 ≤ · · · ≤ αr ≤ 1, and A is a matrix-valued continuous function such that
|A| ≤ C3 · (− log |z|)−1.

Remark 8.18. — The conjugacy class of exp
(√−1Γ

)
is determined for (E, ∂E , θ, h),

because it is characterized as the limit of the monodromy around the loops
{
z
∣∣ |z| =

r
}

for r −→ 0. In particular, the numbers α1, . . . , αr are uniquely determined.

In the following of this section, we say a constant C is good if it depends only on
Ci (i = 1, 2, 3). When a compact set K is given, we say a constant C(K) is good if it
depends only on Ci (i = 1, 2, 3) and K.

8.3.2. Rank 1 case. — First, let us consider the case where rankE = 1. We have
R(h) = F (h) ∈ Ω1,1

Δ∗ in this case, and it is L2 with respect to the metric gε of Δ∗.
Due to the result in the subsection 2.5.1, we can take the function τ on Δ∗, which
satisfies the following:

∂∂τ = R(h), |τ | ≤ C · ε(N−1)/2 · |z|ε · ‖F (h)‖L2,gε
,∣∣∂τ ∣∣

g
≤ C · ε(N+1)/2 · |z|ε−1 · ∥∥F (h)

∥∥
L2,gε

.

Here C is a constant which is independent of (E, ∂E , h, θ). We put h̃ := h · eτ , then h̃
gives a flat metric. Hence we have a holomorphic section s of E on Δ∗ and the real
number α, such that the following holds:

|s|
�h = |z|−α, ∂

�hs = −α · s · dz
z
.

The number α is uniquely determined up to integers. On the other hand, let v be
a frame of E as in Assumption 8.17, then we have ∂v = v · (−2−1α′ + A) · dz̄/z̄ for
some α′ ∈ R and a function A such that |A| = O

(
(− log |z|)−1

)
. It is easy to see that

α ≡ α′ modulo Z, due to Remark 8.18.
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Once we fix α, then s is unique up to multiplication of complex numbers whose
absolute values are 1. We have good positive constants Bi (i = 1, 2, 3) such that the
following holds:

B1 · |z|−α ≤ |s|h ≤ B2 · |z|−α, ∂hs = −(α+A′) · s · dz
z
, |A′| ≤ B3

|z| · (− log |z|) .

8.3.3. Statement. — Let us consider the case where rankE is arbitrary. First
we recall some results due to Simpson’s theory ([45] and [46]). From (E, ∂E , h), we
obtain the prolongmemt cE = cE(h) as is explained in the section 3.3, and it was
shown that cE is locally free for any c ∈ R. Thus we have the parabolic filtration
F of cE|O, the sets Par(cE) :=

{
b
∣∣ GrFb (cE) �= 0

}
and Par(E) :=

⋃
c Par(cE). For

any a, we put m(b) := dim GrFb (aE|O) for b < a ≤ b+ 1, and we put as follows:

ã :=
∑

b∈Par(aE)

m(b) · b.

It is easy to see that the determinant bundle
(
det(E), ∂, det(h), tr(θ)

)
also satisfies

Assumption 8.17. It can be shown that the parabolic structure is compatible with
the operation taking the determinant, in the following sense det

(
aE

)
=

�adet(E) and
Par(det(E)

)
=

{
ã+ n

∣∣n ∈ Z
}
. Similarly, it can be shown that the operation taking

the dual is compatible with the parabolic structure. (See [45] and [46] for more
detail.)

By applying the result in the subsection 8.3.2 to
(
det(E), ∂, det(h), tr θ

)
which is of

rank one, there exist good constants Bi (i = 1, 2, 3), B̂i (i = 1, 2) and the holomorphic
section s of det(E) such that the following holds:

B1 · |z|−�a ≤ |s|h ≤ B2 · |z|−�a, ∂det(E)s =
(−ã+A′) · s · dz

z
, |A′|h ≤ B3

(− log |z|) .

Let a be any real number such that a �∈ Par(E). We impose an additional condi-
tion.

Assumption 8.19. — ε < gap
(
aE∗

)/
10.

Proposition 8.20. — Fix a sufficiently small positive number η such that η < ε/2.
Fix some number p > 2.

– There exist good constants γ0, C10 and N , and there exist holomorphic sections
F1, . . . , Fr of aE on Δ(γ0) and the numbers a1, . . . , ar, such that the following
holds:

(76)
∫

Δ(γ0)

|Fi|2h · |z|2ai+η · (− log |z|)N · dvol
�g ≤ C10.

– Let s be the holomorphic section of
�adet(E) as in the subsection 8.3.2. The

holomorphic function F on Δ(γ0) given by F1 ∧ · · · ∧ Fr = F · s satisfies L1 ≤
|F | ≤ L2 for some good constants Li (i = 1, 2).
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– Let K be any compact subset of Δ∗. There exists a good constant C20(K) such
that ||F ||Lp

1(K) ≤ C20(K).

Remark 8.21. — The second condition implies that Fi ∈ aiE, and F1, . . . , Fr give
holomorphic frame of aE.

8.3.4. Preliminary for a proof. — We recall some result on the solvability of
the ∂-equation, based on an idea contained in [5]. See [37] and [38] for more detail.
Let 〈·, ·〉h,�g and ‖ · ‖h,�g denote the naturally defined hermitian inner product and the
L2-norm for the sections of E ⊗ Ωp,q with respect to h and the Poincaré metric g̃.
On the other hand, (·, ·)h,�g and | · |h,�g denote the inner product and the norm on the
fibers.

We have the unitary connection ∇̃ of E ⊗ Ω0,1 induced by h and g̃. Then we have
the following formula for any section ρ of E ⊗ Ω0,1:〈

∂
∗
Eρ, ∂

∗
Eρ

〉
h,�g

=
〈∇̃′′ρ, ∇̃′′ρ

〉
h,�g

+
√−1 · 〈Λ

�g

(
R(Ω0,1) +R(h)

)
ρ, ρ

〉
h,�g
.

If we put h̃ = h · e−χ for some function χ, then we obtain the following:

(77)
〈
∂
∗
Eρ, ∂

∗
Eρ

〉
�h,�g

=
〈∇̃′′ρ, ∇̃′′ρ

〉
�h,�g

+
√−1

〈
Λ
�g

(
R(Ω0,1

Y ) +R(h)
)
ρ, ρ

〉
�h,�g

−√−1
〈
Λ
�g(∂∂χ)ρ, ρ

〉
�h,�g
.

Due to Assumption 8.17, there exist good constants Bi (i = 4, 5) such that the
following pointwize inequality holds:∣∣∣(Λ

�gR(h)ρ, ρ
)
�h,�g

∣∣∣ ≤ B4 ·
∣∣ρ∣∣2

�h
+B5 ·

∣∣Λ
�gF (h)

∣∣
h
· ∣∣ρ∣∣2

�h
.

Due to the finiteness of ‖F (h)‖h,gε and the result in the subsection 2.5.1, we have the
function τ satisfying the following for some good constants B6 and B7 (the signature
does not matter):

∂2τ

∂z∂z̄
= ±B5 · |ΛgF (h)|h |τ | ≤ B6 · ε(M−1)/2 · |z|ε, ∣∣∂τ ∣∣

gε
≤ B7 · ε(M+1)/2.

We note
√−1Λ

�g∂∂τ = ±B5 · ∣∣Λ
�gF (h)

∣∣
h
. Let b be any real number. Let N be

a good constant such that −N is sufficiently larger than B4. We put χ(b,N) :=
b · log |z|−N · log

(− log |z|2) and h(b,N, τ) := h ·eχ(b,N)+τ and g̃. Due to (77) and our
choices of τ and N , there exists a good constant B8 such that the following inequality
holds for any L2-section ρ of E ⊗ Ω0,1:∥∥∂∗Eρ∥∥h(b,N,τ),�g

≥ B8 ·
∥∥ρ∥∥

h(b,N,τ),�g
.

By a standard argument using the representation theorem by Riesz, we obtain the
following lemma.



8.3. CONSTRUCTION OF LOCAL HOLOMORPHIC FRAMES 95

Lemma 8.22. — Let f1 be any L2-section of E ⊗ Ω0,1 with respect to h(b,N, τ)
and g̃. Then there exists an L2-section f2 of E with respect to h(b,N, τ) satisfying
∂f2 = f1 and ‖f2‖h(b,N,τ),�g ≤ B9 · ‖f1‖h(b,N,τ),�g, where B9 denotes a good constant.

Corollary 8.23. — Let b and N be as above. Let f1 be any L2-section of E ⊗ Ω0,1

with respect to h(b,N) = h · eχ(b,N) and g̃. Then there exists an L2-section f2 of E
with respect to h(b,N) satisfying ∂f2 = f1 and ‖f‖h(b,N),�g ≤ B9 · ‖g‖h(b,N),�g, where
B9 is a good constant.

Proof Since the metrics h(b,N) and h(b,N, τ) are mutually bounded, the corol-
lary immediately follows from the previous lemma.

Let A0,1
b,N (E) denote the space of sections of E ⊗ Ω0,1, which are L2 with respect

to h(b,N) and g̃. Let A0,0
b,N (E) denote the space of sections f of E such that f and

∂f are L2 with respect to h(b,N) and g̃. The hermitian product and the norm of
Ap,qb,N (E) are denoted by 〈·, ·〉b,N and ‖ · ‖b,N .

8.3.5. Proof. — We have only to consider the case where a is positive and suffi-
ciently close to 0 in the sense Par(aE)∩{b > 0} = ∅, which we impose in the following
argument.

Let Γ and v = (v1, . . . , vr) be as in Assumption 8.17. We put S(Γ) :=
{
α1, . . . , αr

}
.

We have F (det(h)) = trF (h) = trR(h). We put ṽ = v1 ∧ · · · ∧ vr, and then we have
∂ṽ = ṽ ·(−2−1 tr Γ+trA

) ·dz̄/z̄. Hence we have −α̃ := − tr Γ ≡ ã mod Z, due to the
remarks given in the subsection 8.3.2. We take the holomorphic section s̃ ∈ −�αdet(E)
as in the subsection 8.3.2 such that s̃ = zn · s for some integer n.

Remark 8.24. — We will show that −α̃ = ã, i.e. s = s̃ later (Lemma 8.28).

Let TA denote the section of End(E) ⊗ Ω0,1 determined by v and A · dz̄/z̄, i.e.,
TA(v) = v · A · dz̄/z̄. We put ∂0 := ∂ − TA. We put fi := |z|αi · vi. Then we
have ∂0f0 = 0 and |fi|h = |z|αi . In particular, we have fi ∈ A0,0

αi+η,N
(E), and

∂(fi) = TA(fi).
For a moment, we assume that η > 0 satisfies the following:

(78) 0 < η <
1
2

min
{|b+ αj | �= 0

∣∣ b ∈ Par′(aE), αj ∈ S(Γ)
}
.

Remark 8.25. — It will be shown the set Par(aE) coincides with
{−α1, . . . ,−αr

}
(Lemma 8.29). Hence we may assume that (78) holds.

Let us take gi ∈ (Ker ∂)⊥αi+η,N
satisfying ∂gi = TA(fi) and

∥∥gi∥∥αi+η,N
≤ C3 ·∥∥TA(fi)

∥∥
αi+η,N

as in Lemma 8.22. We put Fi := fi − gi. Then we have ∂Fi = 0,

Fi ∈ A0,0
αi+η,N

(E), and the following estimate:∥∥Fi∥∥αi+η,N
≤ ∥∥fi∥∥αi+η,N

+ C3 ·
∥∥TA(fi)

∥∥
αi+η,N

.
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We put ai := max
{
b ∈ Par(aE) ∣∣ b ≤ −αi

}
. Due to our choice of η, we have

Fi ∈ aiE. We have the following:

(79) ∂0gi = −TA(gi) + TA(fi).

Hence we obtain gi ∈ L2
1(K) for any compact subset K ⊂ Δ∗, and the L2

1-norm
is dominated by ||TA(fi)||αi+η,N multiplied by some constant depending only on K.
Hence for some number p > 2 and some good constant C′(K), we have the following:∥∥gi∥∥Lp(K)

≤ C′(K) · ∥∥TA(fi)
∥∥
αi+η,N

Due to (79), we have the following, for some good constant C′′(K):

(80)
∥∥gi∥∥Lp

1(K)
≤ C′′(K) ·

(∥∥TA(fi)
∥∥
αi+η,N

+ sup
K

∣∣TA(fi)
∣∣
h,�g

)
.

By a standard boot strapping argument, p can be sufficiently large.
Let us consider the function F̃ determined by F̃ · s̃ = F1 ∧ · · · ∧ Fr. We put

K0 :=
{
z
∣∣ 3−1 < |z| < 2 · 3−1

}
.

Lemma 8.26. — There exists a small good constant C5 with the following property:

– Assume the following inequalities hold:

(81) sup
K0

∣∣A∣∣
�g
< C5,

∥∥TA · fi
∥∥
αi+η,N

< C5, (i = 1, . . . , r).

Then we have a good positive constant B100 such that B100 < |F̃ | < B−1
100.

Proof From (80) and (81), we obtain
∣∣F1 ∧ · · · ∧ Fr − f1 ∧ · · · ∧ fr

∣∣ < 4−1 holds
on K0, if C5 is sufficiently small. Since v1, . . . , vr are orthonormal and fi are given as
|z|αi ·vi, we have f1∧· · ·∧fr = exp

(√−1κ+ν
) · s̃ for some real valued functions κ and

ν, where we have supK0
|ν| ≤ B200 for some good constant B200. If C5 is sufficiently

small, κ is a sum of a constant κ0 and a function κ1 satisfying supK0
|κ1(z)| < 100−1,

due to supK0
|A| < C5.

Then we obtain F̃ (K0) ⊂ W :=
{
exp(s +

√−1t)
∣∣ |t − κ0| ≤ 100−1, |s| ≤ B200

}
.

Due to the maximum principle, we obtain F̃ (Δ(2/3)) ⊂W . Thus we are done.

For any number 0 < γ < 1, let us consider the map φγ : Δ∗ −→ Δ∗ given by
z �−→ γ · z. We have the orthonormal frame φ∗γv of φ∗γ(E, ∂E , θ, h), for which we have
the following:

∂
(
φ∗γv

)
= φ∗γv ·

(
−1

2
Γ + φ∗γA

)
· dz̄
z̄
.

Note we have the following:

(82)
∣∣φ∗γA∣∣h,�g ≤ C3 · − log |z|

− log |z| − log |γ| ·
(− log |z|)−1

.

Hence it is easy to check that the assumptions hold also for φ∗γ(E, ∂E , θ, h). We also

have ‖φ∗γF (h)‖L2 ≤ γε‖F (h)‖L2. We put f (γ)
i := |z|αi · φ∗γvi. We take g(γ)

i and F (γ)
i

as above.
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Lemma 8.27. — There exists a good constant γ1 such that the assumptions of
Lemma 8.26 are satisfied for φ∗γ1(E, ∂E , θ, h) and F (γ1)

i (i = 1, . . . , r)

Proof If γ is sufficiently small, then we may assume supK0

∣∣φ∗γA∣∣
�g
≤ C5 due to

(82). We also have the following:

(83)
∫ ∣∣Tφ∗

γA · f (γ)
i

∣∣2
h,�g

· |z|2αi+2η · (− log |z|)N · dvol
�g

≤ C6 ·
∫ ∣∣∣∣ − log |z|

− log |z| − log γ

∣∣∣∣2 · |z|2η · (− log |z|)N · dvol
�g .

Since the right hand side converges to 0 in γ −→ 0, we can take a good constant γ1

such that the inequality
∥∥Tφ∗

γAf
(γ)
i

∥∥
αi+η,N

< C5 holds.

Hence we obtain the holomorphic sections F (γ1)
1 , . . . , F

(γ1)
r of a

(
φ∗γ1E

)
, satisfying

the following:

– There is a good constant C7 such that
∥∥F (γ1)

i

∥∥
αi+η,N

≤ C7.

– For the holomorphic function F̃ (γ1) determined by F̃ (γ1) · s̃ = F
(γ1)
1 ∧· · ·∧F (γ1)

r ,
we have B100 ≤ |F̃ (γ1)| ≤ B−1

100 on Δ(2/3) for some good constant B100.
– For each compact subset K ⊂ Δ∗, there exists a good positive constant C8(K)

such that
∥∥F̃ (γ1)

i

∥∥
Lp

2(K)
≤ C8(K).

Lemma 8.28. — We have −α̃ = ã. In particular, s = s̃.

Proof F
(γ1)
1 ∧ · · · ∧ F (γ1)

r gives the section of
�aφ

∗
γ1 det(E). Since B100 < |F̃ (γ1)|

on Δ, we obtain −α̃ ≥ ã.
By applying the above result to the dual of (E, ∂E , θ, h), we easily obtain the

inequality −α̃ ≤ ã.

Lemma 8.29. — Par(aE) = S(Γ).

Proof We have ai ≤ −αi and
∑
ai = ã = −α̃ = −∑

α̃i. Hence we obtain
ai = −αi.

The holomorphic sections F (γ1)
i ∈ Γ

(
Δ, aφ∗γE

)
naturally give the holomorphic sec-

tions F̃ (γ1)
i ∈ Γ

(
Δ(γ1), aE

)
. We take γ0 < γ1 appropriately, and we put Fi :=

F̃
(γ1)
i |Δ(γ0)

. Now it is clear that they gives the desired holomorphic sections in Propo-
sition 8.20.





CHAPTER 9

CONVERGENCE

In this chapter, we give two convergence results (Theorem 9.2 and Theorem 9.10).
Such convergence problems are rather trivial in the non-parabolic case, and so it can
be said that the point is one of the main issues for parabolic Higgs bundles. We will
use the results prepared in the chapters 7 and 8.

9.1. The convergence of a sequence of Hermitian-Einstein metrics

Let X be a smooth projective surface over C, and D =
⋃
i∈S Di be a simple

normal crossing divisor. Let (cEm,Fm, θm) (m = 1, 2, . . .) be c-parabolic Higgs
bundles on (X,D). We put Em := cEm|X−D. Let εm be numbers such that 0 < εm <

gap(cEm,Fm).
Let ωεm be Kahler metrics of X − D as in the subsection 4.3.1. For simplicity

of the notation, we denote it by ωm. Assume that we are given Hermitian-Einstein
metrics hm of (Em, ∂Em , θm) on X −D with respect to ωm, which is adapted to the
parabolic structure Fm. We assume the following:

Assumption 9.1. —

– ΛωmF (hm) = 0 for any m, and
∥∥F (hm)

∥∥
L2, ωm

→ 0.
– The sequence

{
(cEm,Fm, θm)

}
converges to (cE,F , θ) in the sense of Definition

3.21.

The following theorem will be proved in the sections 9.2–9.3.

Theorem 9.2. —

– There exists a subsequence
{
(Em, ∂m, θm, hm)

∣∣m ∈ I
}

which converges to a
tame harmonic bundle (E∞, ∂∞, θ∞, h∞) on X − D, weakly in Lp locally on
X − D, in the sense of Definition 2.1. Here p denotes any sufficiently large
number.
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– We have a non-trivial holomorphic map cE −→ cE∞ which is compatible with
the parabolic structures and the Higgs fields.

Remark 9.3. — We can remove the assumption dimX = 2 with an additional argu-
ment. In the section 9.4, we give a similar result in the case where dimX is arbitrary
but F (hm) = 0.

9.2. Local convergence

9.2.1. Statement of local convergence. — Let X and D be as above. Let ωi
(i = 1, 2, . . .) and ω be Kahler forms of X −D. We assume that ωi → ω in the C∞-
sense locally on X −D. Let (Ei, ∂Ei , θi) be Higgs bundles on X −D. For simplicity,
we assume that the topological type of Ei are same. Let hi be Hermitian-Einstein
metrics of (Ei, ∂Ei , θi) with respect to ωi.

Assumption 9.4. — We assume the following:

– The sequence of sections {det(t−θi) | i = 1, 2, . . .} of Sym· Ω1,0
X−D[t] is convergent,

locally on X −D.
– ΛωiF (hi) = 0 for any i, and

∥∥F (hi)
∥∥
L2,ωi

→ 0.

Proposition 9.5. — There exists a subsequence
{
(Ei, ∂i, θi, hi)

∣∣ i ∈ I
}

which con-
verges to a harmonic bundle (E∞, ∂∞, θ∞, h∞) in weakly Lp2 locally on X −D in the
sense of Definition 2.1.

The first claim of Theorem 9.2 immediately follows from the proposition. For that
purpose, we have only to see that the harmonic bundle (E∞, ∂∞, θ∞, h∞) is tame.
But the characteristic polynomials {det(t−θi)} converges to det(t−θ) for a parabolic
Higgs bundle (cE,F , θ), and hence the tameness is obvious.

9.2.2. Preliminary for local convergence. — In this subsection, we give a pre-
liminary for the proof of Proposition 9.5. The setting is as follows: Let (Y, ω) be a
Kahler surface. Let (E, ∂E , θ) be a Higgs bundle on Y , and h be a Hermitian Ein-
stein metric for (E, ∂E , θ) with respect to ω. Moreover, we assume

∥∥F (h)
∥∥
L2,ω

is

sufficiently small. From θ, we obtain the section det(t− θ) of Sym· Ω1,0
Y [t].

Let P be any point of Y . Let us take a holomorphic coordinate (U ′′
P , z

′′
1 , z

′′
2 ) such

that z′′i (P ) = 0. We put g′′P :=
∑
dz′′i · dz̄′′i . We have a constant C0 such that

C0 · g′′P ≤ ω ≤ C−1
0 · g′′P .

Lemma 9.6. — There exists a constant C such that the following holds:

– We put zi = C−1 · z′′i and UP :=
{
(z1, z2)

∣∣ |zi| < 1
}
. We put gP :=

∑
dzi · dz̄i

and ωP := C−2ω. Then the L2-norm of R(h)|UP
is sufficiently small with respect

to gP and h, and the sup norm of ΛωPR(h)|UP
is also sufficiently small with

respect to h.
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The constant C is good in the sense that it depends only on det(t − θ), ‖F (h)‖L2,ω

and C0.

Proof We have the expression θ =
∑
f ′′
i ·dz′′i . There exists a good small constant

C1 such that the eigenvalues of C1 · f ′′
i are sufficiently small. We put z′i = C−1

1 · z′′i ,
and we have the expression θ =

∑
f ′
i · dz′i.

We put ω′ = C−2
1 ·ω and g′P :=

∑
dz′i · dz̄′i. Then we have C0 · g′P ≤ ω′ ≤ C−1

0 · g′P .
We put U ′

P := {(z′1, z′2) | |z′i| < 1}. Let ‖F (h)‖L2,g′P denote the L2-norm of F (h)|U ′
P

with respect to h and gP . Since dimY = 2, there exists a good constant B1 such that
‖F (h)‖L2,ω′ ≤ B1 · ‖F (h)‖L2,ω. Since the eigenvalues of f ′

i is sufficiently small, the
sup norms |f ′

i |h are dominated by a good constant B2 due to Lemma 7.18.
Take a sufficiently small good constant C3 such that C3 · |fi|′h are sufficiently small.

We put zi = C−1
3 · z′i (i = 1, 2) and we have the expression θ =

∑
fi · dzi. We put

UP := {(z1, z2) | |zi| < 1}. Thus we obtain a holomorphic coordinate neighbourhood
(UP , z1, z2) of P . We put ωP := C−2

3 · ω′ and gP :=
∑
dzi · dz̄i. We have C0 · gP ≤

ωP ≤ C−1
0 · gP .

Recall we have R(h) = −[θ, θ†] + F (h) and ΛωPR(h) = −ΛωP [θ, θ†]. Since the
norms |fi|h are sufficiently small, the sup norm of ΛωPR(h)|UP

is also sufficiently
small with respect to h and ωP . The L2-norm of ‖R(h)|UP

‖L2,ωP
is dominated by

‖[θ, θ†]|UP
‖L2,ωP

and ‖F (h)‖L2,ω, which is also sufficiently small.

Recall the argument in [10]. Let ‖ ·‖L2,gP
denote the L2-norms with respect to gP .

Due to Uhlenbeck’s theorem, we can take an orthonormal frame vP on UP such that
the inequality

∥∥A∥∥
L2,gP

≤ C′′ · ∥∥R(h)|UP

∥∥
L2,gP

holds for the connection form A with

respect to vP , namely, (∂E + ∂E)vP = vP ·A. Then there exists a constant C(p) > 0
such that the Lp1-norm of A is dominated as follows (See the argument in the page
20–21 of [10].):

‖A‖Lp
1
≤ C(p)

(
‖R(h)‖L2,ω + sup

UP

∣∣ΛωPR(h)
∣∣).

Let ΘP be the matrix valued (1, 0)-form given by θ · vP = vP · ΘP . Since θ

is holomorphic, it is easy to check that Lp1-norm of ΘP with respect to gP is also
dominated by the norm of θ and ‖F (h)‖L2,ω.

9.2.3. Local convergence. — Let us return to the proof of Proposition 9.5. Due
to the results in the subsection 9.2.2, we immediately obtain the following lemma.

Lemma 9.7. — Let P be any point of Y . There exist the number i(P ) and a holo-
morphic coordinate (UP , z1, z2) around P satisfying the following:

– UP is isomorphic to Δ(1)2 by the coordinate (z1, z2). The metric gP =
∑
dzi·dz̄i

is given.
– For any i ≥ i(P ), we have an orthogonal frame vP,i of (Ei, hi) on UP . The

connection one form AP,i is given by (∂Ei + ∂Ei)vP,i = vP,i · AP,i. Then the
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Lp1-norm of the connection form AP,i with respect to gP are sufficiently small,
independently of i.

– The form ΘP,i is given by θi · vP,i = vP,i · ΘP,i. The Lp1-norms of ΘP,i with
respect to gP are sufficiently small, independently of i.

Hence we can take a locally finite covering
{
(Uα, z

(α)
1 , z

(α)
2 )

∣∣α ∈ Γ
}

of Y as follows:

– Each Uα is relatively compact in Y .
– We have orthonormal frames vα,i of (Ei, hi) on Uα such that the Lp1-norms of
Aα,i are sufficiently small with respect to the metrics

∑
dz

(α)
j · dz̄(α)

j indepen-
dently of i. Here Aα,i denote the connection forms of (∂Ei + ∂Ei) with respect
to vα,i.

– Let Θα,i be the matrix valued (1, 0)-forms given by θi · vα,i = vα,i · Θα,i. Then
the Lp1-norms of Θα,i are sufficiently small with respect to

∑
dz

(α)
i · dz̄(α)

i , inde-
pendently of i.

Let gβ,α,i be the unitary transformation on Uα∩Uβ determined by vα,i = vβ,i ·gβ,α,i.
Once α and β are fixed, the Lp2-norms of gβ,α,i are bounded independently of i. By a
standard argument, we can take a subsequence I ⊂ {i} satisfying the following:

– The sequences
{
Aα,i

∣∣ i ∈ I
}
,
{
Θα,i

∣∣ i ∈ I
}

are weakly Lp1-convergent for each
α.

– The sequence
{
gα,β,i

∣∣ i ∈ I
}

is weakly Lp2-convergent for each (α, β).

Then we obtain the limit Higgs bundle (E∞, ∂∞, θ∞) with the metric h∞ on Y .
Due to the assumption

∥∥F (hi)
∥∥
L2,ωi

→ 0, we obtain
∣∣F (h∞)

∣∣
L2,ω

= 0, and hence

(E∞, ∂∞, θ∞, h∞) is a harmonic bundle. By using the argument of Uhlenbeck, we ob-
tain locally Lp2-isometries Φi : (Ei, hi) −→ (E∞, h∞) such that {Φi(∂i)} and

{
Φ(θi)

}
are weakly Lp1-convergent to ∂∞ and θ∞ respectively, on any compact subset of Y .
Thus the proof of Proposition 9.5 is accomplished.

9.3. The existence of non-trivial map

Let us show the second claim in Theorem 9.2.

9.3.1. On a punctured disc. — Let us explain the setting in this subsection.
Let (Em, ∂m, θm) (m = 1, 2, . . . ,∞) be a sequence of Higgs bundles with hermitian
metrics hm on Δ∗. Let εm (m = 1, 2, . . .) be a sequence of small positive numbers.
Assume the following:

– We have C1-isomorphisms Φm : Em −→ E∞, such that
{
Φm(∂m) − ∂∞

}
and{

Φm(θm) − θ∞
}

weakly converge to 0 in C0 locally on X −D.
– The assumptions 8.17 are satisfied, where the L2-norm of F (hm) is taken with

respect to hm and gεm . The constants are independent of m.
– a �∈ Par(E∞) ∪⋃

m Par(Em).
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– The assumption 8.19 for εm and Par(aEm) is satisfied. The constants are
independent of m.

We put ã(m) :=
∑
b∈Par(aEm) m(b) · b, and we take the holomorphic sections s(m)

of
�a(m)det(Em) as in the subsection 8.3.2. We take F (m)

1 , . . . , F
(m)
r and a(m)

1 , . . . , a
(m)
r

for (Em, δm, θm, hm) as in Proposition 8.20. The following claim can be easily shown.

Lemma 9.8. — There exists a subsequence {m′} for which
{
Φm(s(m

′))
}
,
{
a
(m′)
i

}
and

{
Φm(F (m′)

i )
}

are convergent in weakly Lp1 locally on Δ∗. The limits are denoted
by s(∞), a(∞)

i and F (∞)
i respectively.

In this case, we have F (∞)
i ∈

a
(∞)
i

E∞. We put ã(∞) =
∑
a
(∞)
i .

Lemma 9.9. — The sections F
(∞)
1 , . . . , F

(∞)
r give a holomorphic frame of aE∞,

which is compatible with the parabolic structure, and a(∞)
i is the degree of F (∞)

i with
respect to the parabolic structure.

Proof We put Sa := {F (∞)
i | a(∞)

i = a}. We take F (∞) by F (∞)
1 ∧ · · · ∧ F (∞)

r =
F (∞) · s(∞), and then we have L1 ≤ ∣∣F (∞)

∣∣ ≤ L2. for some positive constants Li. We
also have 0 < C500 < |s(∞)| · |z|�a < C501 for some constants. It is easy to see that Sa
induces the frame of GrF

(∞)

a for each a. Then the claim of the lemma immediately
follows.

We construct the holomorphic map Ψm : aEm −→ aE∞ by the correspondence
Ψm(F (m)

i ) = F
(∞)
i . By our construction, the following claims hold:

– Ψm−Φm −→ 0 weakly in Lp1 locally on Δ∗, and Ψm(θm)− θ∞ −→ 0 weakly in
Lp locally on Δ∗.

– Let F (m)(aEm) denote the parabolic filtrations of aEm induced by hm. Then
the sequence of the filtrations

{
Ψm

(
F (m)(aEm)

)}
converges to F (∞)(aE∞) in

the sense of Definition 3.21.

9.3.2. On a curve. — Let us explain the setting in this subsection. Let C be a
smooth projective curve, and DC = {P1, . . . , Pl}. Let {εm} be a sequence of positive
numbers. Let (Em, ∂m, hm, θm) (m = 1, 2, . . . ,∞) be a sequence on C−DC , satisfying
the following:

– We have C1-isomorphisms Φm : Em −→ E∞, such that
{
Φm(∂m) − ∂∞

}
and{

Φm(θm) − θ∞
}

weakly converge to 0 in C0 locally on C −DC .
– Around each point P ∈ DC , the assumptions 8.17 are satisfied for any m, where

the L2-norm of F (hm) is taken with respect to hm and gεm . The constants are
independent of m.

– Take c = (c(P ) |P ∈ D) such that c(P ) �∈ Par(E∞, P ) ∪⋃
m Par(Em, P ).

– The assumption 8.19 for εm and Par(cEm, P
)

is satisfied for each point P ∈ DC .
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For each point P ∈ DC , we take the holomorphic maps PΨm : c(P )Em −→ c(P )E∞
on UP as in the previous subsection, which are defined on a neighbourhood UP � P .

Let χP : C −→ [0, 1] denote a C∞-function which is constantly 1 around P , and
constantly 0 on C − UP . The Lp1-maps Ψm : Em −→ E∞ are given as follows:

Ψm :=
∑
P

χP · PΨm +
(
1 −

∑
P

χP

)
· Φm.

If m is sufficiently large, then Ψm are isomorphisms. We have the following:

(84) Ψm ◦ ∂m − ∂∞ ◦ Ψm =
∑

∂χP · PΨm −
(∑

∂χP

)
· Φm

+
(
1 −

∑
χP

)
·
(
Φm ◦ ∂m − ∂∞ ◦ Φm

)
.

Hence the sequence
{
Ψm ◦ ∂m − ∂∞ ◦ Φm

}
converges to 0 weakly in Lp on C.

By the remark given in the last of the previous subsection, the sequence of the
parabolic filtrations

{
F (cEm)

}
converges to F (cE∞). We also have the convergence

of Ψm(θm) − θ∞ to 0 weakly in Lp locally on C −DC . Hence we obtain the conver-
gence of

{
(cEm,F

(∞), θm)
}

to
(
cE∞,F (∞), θ∞

)
weakly in Lp1 on C, in the sense of

Definition 3.21.

9.3.3. The end of Proof of Theorem 9.2. — Let us return to the setting for
Theorem 9.2. Let (E∞, ∂∞, θ∞, h∞) be a harmonic bundle obtained as a limit, in
the section 9.2. We obtain the parabolic Higgs bundle (cE∞, ∂∞, θ∞, h∞). We would
like to show the existence of a non-trivial holomorphic homomorphism cE −→ cE∞.
By a standard argument, we have only to show the existence of a non-trivial map
fC :

(
cE∗, θ

)
|C −→ (

cE∞∗, θ∞
)
|C for some sufficiently ample curve C ⊂ X .

By taking an appropriate subsequence, we may assume that
∑

m ‖F (hm)‖L2,ωm
<

∞. Then we may assume the following for such a curve C, due to the result in the
sections 8.1 and 8.2.

– For each P ∈ C ∩ D, let UP denote a neighbourhood of P in C. Then the
assumption 8.17 is satisfied for each P ∈ C ∩D and for each (E, ∂E , θ, hm)|UP

.
The constants are independent of m.

Then by applying the argument in the subsection 9.3.2, we obtain that the parabolic
Higgs bundles

(
cEm,Fm, θm

)
|C converges to

(
cE∞,F∞, θ∞

)
|C weakly in Lp1 on C.

On the other hand, we also have the convergence of the sequence
{(

cEm,Fm, θm
)
|C
}

to
(
cE,F , θ

)
|C on C. Thus we obtain the existence of desired non-trivial map fC due

to Corollary 3.23. Thus the proof of Theorem 9.2 is finished.
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9.4. The convergence of a sequence of tame harmonic bundles

Let X be a smooth projective variety of arbitrary dimension, and D be a nor-
mal crossing divisor of X . Let (Em, ∂m, θm, hm) (m = 1, 2, . . . , ) be tame harmonic
bundles on X −D.

Theorem 9.10. — Assume the following:

– The sequence of the sections {det(t−θm)} of Sym· Ω1,0
X (logD)[t] are convergent.

Then the following claims hold:

– There exists a subsequence
{
(Em, ∂m, θm, hm)

∣∣m ∈ I
}

which converges to a
tame harmonic bundle (E∞, ∂∞, θ∞, h∞) on X − D, weakly in Lp locally on
X − D, in the sense of Definition 2.1. Here p denotes any sufficiently large
number.

– Moreover assume that we have a parabolic Higgs sheaf (cE∗, θ) such that{
(cEm∗, θ)|C

}
converges to (cE∗, θ)|C for any generic curve C. Then we have a

non-trivial holomorphic map cE −→ cE∞ which is compatible with the parabolic
structures and the Higgs fields.

Proof It can be shown similarly to Theorem 9.2. In fact, the argument is much
easier due to F (hm) = 0. We give only an indication of the argument.

The sequence of sections {det(t−θm)} of Sym· Ω1,0
X [t] converges to det(t−θ). Hence

we obtain the estimate of the norms of θm locally on X −D, due to Proposition 7.1.
Hence we also obtain the estimate of the curvatures R(hm) because of R(hm) +
[θm, θ†m] = 0. Therefore we obtain the local convergence result like the first claim
by a standard argument. (See [47] the page 26–28, for example.) Thus we obtain a
harmonic bundle (E∞, ∂∞, θ∞, h∞).

Then we would like to show the existence of a non-trivial map f : cE∞ −→ cE

which is compatible with the parabolic structure and the Higgs fields. As in the
proof of Theorem 9.2, we have only to show the existence of a non-trivial map fC :
cE∞|C −→ cE|C , where C is a sufficiently ample curve in X . We may assume that
{(Em, ∂m, θm, hm)|C} converges to (E∞, ∂∞, θ∞, h∞)|C .

Let P be any point of C ∩D, and (UP , z) be an appropriate coordinate neighbour-
hood around P in C, such that z(P ) = 0. By using the estimate in Proposition 7.8
(or the section 7.1 of [38]), we obtain the estimate of the curvatures:∣∣R(hm)|C

∣∣ ≤ B1 · dz · dz̄
|z|2(− log |z|2)2 .

Here B1 denotes a constant which is independent of m. Then it is easy to see that
Assumption 8.9 is satisfied for any m, and that the constants are independent of m.
Therefore Assumption 8.17 is satisfied for any m, and the constants are independent
of m. Hence we obtain the existence of fC by the same argument as that in the
section 9.3. Thus we are done.





CHAPTER 10

EXISTENCE OF THE ADAPTED PLURI-HARMONIC

METRIC

Recall that the half of Kobayashi-Hitchin correspondence for tame harmonic bun-
dles (Theorem 1.4) is given in the chapter 5. Now, we give the other half, after a
rather long preliminary. Together with the perturbation of the parabolic structure
(the section 3.4), the preliminary correspondence (Proposition 6.1) and the conver-
gence result (Theorem 9.2), we immediately obtain the surface case (Theorem 10.1).
The higher dimensional case (Theorem 10.2) can easily be reduced to the surface case.

10.1. The surface case

Let X be a smooth projective surface, and D be a normal crossing divisor of X .
We assume that each irreducible component Di of D is smooth. Let L be an ample
line bundle, and ω be a Kahler form representing c1(L).

Theorem 10.1. — Let
(

cE∗, θ
)

be a μL-stable c-parabolic Higgs bundle on (X,D).
Assume that the characteristic numbers vanish:

par-degL(cE∗) =
∫
X

par-ch2(cE∗) = 0.

Then there exists a pluri-harmonic metric h of (E, θ) = (cE, θ)|X−D which is adapted
to the parabolic structure.

Proof We may assume that ci �∈ Par(cE∗, i). We take a sequence {εm} converging
to 0, such that εm = N−1

m for some integers Nm. We take perturbation of parabolic
structures

(
cE,F

(εm), θ
)
, as in the section 3.4. We also take the Kahler metrics ωεm

of X −D as in the subsection 4.3.1. We may assume the following:

–
(
cE,F

(εm)
)

are μω-stable.
– par-degω(cE∗) = 0.



108 CHAPTER 10. EXISTENCE OF THE ADAPTED PLURI-HARMONIC METRIC

– We have the finiteness:∑(∫
X

par-ch2(cE,F
(εm))

)1/2

<∞.

Due to Proposition 6.1, we have the Hermitian-Einstein metric hm of (E, ∂E , θ)
with respect to ωεm , which is adapted to the parabolic structure (cE,F

(εm)). We re-
mark that

∑ ‖F (hm)‖L2,ωεm
<∞, for we have ‖F (hm)‖2

L2,ωεm
=par-ch2,ω(cE,F

(εm)).
We have a subsequence I ⊂ {m} such that

{(
E, ∂E , hm, θm

) ∣∣m ∈ I
}

converges to
a tame harmonic bundle (E∞, ∂∞, h∞, θ∞) weakly in Lp2 locally on X − D, due to
Theorem 9.2. Moreover, we also have the non-trivial map f : cE∞ −→ cE which is
compatible with the parabolic structure and the Higgs fields. Due to the μL-stability
of

(
cE∗, θ

)
and the μL-polystability of

(
cE∞, θ∞

)
(Proposition 5.1), the map f is

isomorphic. Thus we are done.

10.2. The higher dimensional case

Now the main existence theorem is given.

Theorem 10.2. — Let X be a smooth projective variety over the complex number
field of dimension n. Let D =

⋃
iDi be a simple normal crossing divisor of X. Let L

be an ample line bundle on X. Let
(
E∗, θ

)
be a μL-stable regular filtered Higgs bundle

with the trivial characteristic numbers, i.e., par-degL(E∗) =
∫
X par-ch2,L(E∗) = 0.

We put E := E|X−D.

P (n) : Then there exists a pluri-harmonic metric h of (E, ∂E , θ), which is adapted
to the parabolic structure.

Q(n) : Such a metric is unique up to constant multiplication.

Proof We can assume dimX ≥ 3. We can also assume that L is sufficiently ample
as in Lemma 6.11. The claim Q(n) follows from the more general result (Proposition
5.2). We use an induction on n. We have already known the existence for n = 2
(Theorem 10.1). Hence we have only to show that P (n − 1) and Q(n − 2) imply
P (n+ 1).

Let (E∗, θ) be a regular filtered Higgs bundle on (X,D). Assume that it is stable
with par-degL(E∗) =

∫
X

par-ch2,L(E∗) = 0. For any element s ∈ P := P
(
H0(X,L)∨

)
determines the hypersurface Ys =

{
x ∈ X

∣∣ s(x) = 0
}
. The subset XL ⊂ X × P is

given by XL := {(x, s) ∣∣ x ∈ Ys}. Let U be a Zariski open subset of P which consists
of s ∈ P such that (E∗, θ)|Ys

is μL-stable. Since L is assumed to be sufficiently ample,
U is not empty. The image W of the naturally defined map XL×PU −→ X is Zariski
open in X . In fact, X−W consists of, at most, finite points of X due to the ampleness
of L.
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Let s be any element of U . We have a pluri-harmonic metric hs of (E, θ)|Ys
, which

is adapted to the induced parabolic structure, due to the hypothesis P (n − 1). It is
unique up to constant multiplication.

Let si (i = 1, 2) be elements of U such that Ys1 and Ys2 are transversal and that
Ys1,s2 := Ys1∩Ys2 is transversal to D. We remark that dim Ys1∩Ys2 ≥ 1. We may also
assume that (cE, θ)|Ys1,s2

is μL-stable (Lemma 6.11). Hence hs1 |Ys1,s2
and hs2 |Ys1,s2

are same up to constant multiplication, due to the hypothesis Q(n− 2).
Then we obtain the pluri-harmonic metric h of (E, ∂E , θ)|X−(D∪W ), by using an

argument given in the section 6.5 in [39]. It can be shown that h gives the C∞-metric
of E on X −D, due to the elliptic regularity. Hence, it is pluri-harmonic metric of E
on X −D, in fact. Thus we obtain the tame harmonic bundle (E, ∂E , θ, h).

We take the prolongment (cE(h)∗, θ) which is a parabolic Higgs bundle on (X,D).
(See the section 3.3 for the prolongment.)

Lemma 10.3. — There exists a closed subset W ′ ⊂ D with the following properties:

– The codimension of W ′ in X is larger than 2.
– The identity of E is extended to the holomorphic isomorphism cE|X−W ′ −→

cE(h)|X−W ′ .

Proof The restriction of cE and cE(h) to any generic hypersurface Y of L is
isomorphic by the construction. Then the claim of the lemma easily follows from
Corollary 2.53 in [38].

Since both of cE and cE(h) are locally free, they are isomorphic. In particular, we
can conclude that h is adapted to the parabolic structure.





CHAPTER 11

THE TORUS ACTION AND THE DEFORMATION OF

REPRESENTATIONS

We see that any flat bundle on a quasi projective variety can be deformed to
variation of polarized Hodge structure. We can derive some results on the fundamental
group of quasi projective varieties.

We owe the essential ideas in this chapter to Simpson [47]. In fact, our purpose
is a natural generalization of his results on smooth projective varieties. We will use
his idea without mentioning his name. The section is included for a rather expository
purpose.

11.1. Torus action on the moduli space of representations

11.1.1. Notation. — We begin with a general remark. Let V and V ′ be a vector
space over C, and Φ : V −→ V ′ be a linear isomorphism. Let Γ be any group, and
ρ : Γ −→ GL(V ) be a homomorphism. Then Φ and ρ induce the homomorphism
Γ −→ GL(V ′), which is denoted by Φ∗(ρ). We also remark that the notation in the
subsection 2.6 will be used.

11.1.2. Continuity. — Let X be a smooth projective variety with a polarization
L, and D be a normal crossing divisor. Let x be a point of X − D. We put Γ :=
π1(X −D,x). Let (E∗, θ) be a μL-polystable regular filtered Higgs bundle on (X,D)
with par-degL(E∗) =

∫
X

par-ch2,L(E∗) = 0. We put E := E|X−D. Since (E∗, t · θ)
are also μL-polystable, we have a pluri-harmonic metric ht for (E, ∂E , t · θ) on X −D

adapted to the parabolic structure, due to Theorem 10.2. Therefore, we obtain the
family of the representations ρ′t : Γ −→ GL(E|x) (t ∈ C∗). We remark that the ρ′t is
independent of a choice of pluri-harmonic metrics ht.

Let V be a C-vector space whose rank is same as rankE. Let hV be a hermitian
vector space of V . For any t ∈ C∗, we take isometries Φt : (E|x, ht | x) −→ (V, hV ),
and then we obtain the family of representations ρt := Φt ∗(ρ′t) ∈ R(Γ,GL(V )). We
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remark that πGL(V )(ρt) are independent of choices of Φt. Thus we obtain the map
P : C∗ −→M(Γ, V, hV ) by P(t) = πGL(V )(ρt).

Theorem 11.1. — The induced map P is continuous.

Proof We may and will assume that (E∗, θ) is μL-stable for the proof. Let {ti ∈
C∗ | i ∈ Z>0} be a sequence converging to t0. The theorem can easily be reduced to
the following lemma.

Lemma 11.2. — There exist a subsequence {ti | i ∈ S} and a sequence of isometries{
Ψi :

(
E|x, hti | x

) −→ (
E|x, ht0 | x

) ∣∣ i ∈ S
}

such that
{
Ψi ∗

(
ρti

) ∣∣ i ∈ S
}

converges to
ρt0 .

Proof Since the sections det(T − ti ·θ) of Sym· Ω1,0[T ] converges to det(T − t0 ·θ),
we may apply Theorem 9.10. Hence there exists a subsequence

{
ti
∣∣ i ∈ S′} such that{(

E, ∂E , hti , ti ·θi
) ∣∣ i ∈ S′} converges to a tame harmonic bundle (E′, ∂E′ , h′, θ′) in

Lp2 locally on X −D via some isometries Φi : (E, hti) −→ (E′, h′) (i ∈ S′). It is easy
to see that the representations Φi | x ∗(ρti) converges to ρ′ in R(Γ, E′

|x, h
′
|x), where ρ′

is associated to the flat connection ∂E′ + ∂E′ + θ′ + θ′ †.
We also have the non-trivial holomorphic map f : cE

′ −→ cE which is compatible
with the parabolic structure and the Higgs fields due to Theorem 9.10. Since (cE

′
∗, θ

′)
is μL-polystable and (cE∗, t0 · θ) is μL-stable, the map f is isomorphic. Then we have
f|x ∗(ρ′) = ρt0 . By replacing f appropriately, we may assume f : E′ −→ E is isometric
with respect to h′ and ht0 . Hence Ψi :=

(
f ◦Φi

)
|x gives the desired isometries. Thus

Proposition 11.2 and Theorem 11.1 are proved.

11.1.3. Limit. —

Lemma 11.3. — P({t ∈ C∗ | |t| < 1}) is relatively compact in M(Γ, V, hV ).

Proof The sequence of sections det(T − t · θ) of Sym· Ω1,0[T ] clearly converges to
T rankE when t → 0. Hence we may apply the first claim of Theorem 9.10, and we
obtain a subsequence {ti} converging to 0 such that

{
(E, ∂E , ti · θ, hti)

}
converges

to a tame harmonic bundle (E′, ∂E′ , θ′, h′) weakly in Lp2 locally on X −D. Then we
easily obtain the convergence of the sequence

{
πGL(V )(ρti)

}
in M(Γ, V, hV ).

Ideally, the sequence {P(t)} should converge in t → 0, and the limit should come
from a variation of polarized Hodge structure. We discuss only a partial but useful
result about it.

Let us recall relative Higgs sheaves. In the following, we put Ct := Spec C[t]
and C∗

t := Spec C[t, t−1]. For a smooth morphism Y1 −→ Y2, the sheaf of relative
holomorphic (1, 0)-forms are denoted by Ω1,0

Y1/Y2
. We put X := X × Ct and X∗ :=

X × C∗
t . Similarly, D and D∗ are given. We put cẼ∗ := cE∗ ⊗ OC∗

t
which is c-

parabolic bundle on (X∗,D∗). Then, t · θ gives the relative Higgs field θ̃, which is a
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homomorphism cẼ∗ −→ cẼ∗ ⊗Ω1,0
X∗/C∗

t
(log D∗) such that θ̃2 = 0. Using the standard

argument of Langton [27], we obtain the c-parabolic sheaf cẼ
′∗ and relative Higgs

field θ̃′ : cẼ
′
∗ −→ cẼ

′
∗ ⊗ Ω1,0

X/Ct
satisfying the following (see [58]):

– cẼ
′
∗ is flat over Ct, and the restriction to X∗ is cẼ∗.

– The restriction of θ̃′ to X∗ is θ̃.
– (cÊ∗, θ̂) :=

(
cẼ

′∗, θ̃′
)
|X×{0} is μL-semistable.

Proposition 11.4. — Assume that (cÊ∗, θ̂) is a μL-stable c-parabolic Higgs sheaf.
We put Ê := cÊ|X−D. Then the following holds:

– (cÊ∗, θ̂) is a Hodge bundle, i.e., (cÊ∗, α · θ̂) 	 (cÊ∗, θ̂) for any α ∈ C∗.
– We have a pluri-harmonic metric ĥ of a Hodge bundle (Ê, θ̂), which is adapted

to the parabolic structure. It induces the variation of polarized Hodge structure.
Thus we obtain the corresponding representation ρ̂ : π1(X −D,x) −→ GL(Ê|x)
which underlies a variation of polarized Hodge structure.

– Take any isometry G : (Êx, ĥ|x) 	 (V, hV ). Then the sequence
{
πGL(V )(ρt)

}
converges to πGL(V )

(
G∗(ρ̂)

)
in M(Γ, V, hV ) for t→ 0.

– In particular, the map πGL(V )(ρt) : C∗ −→ M(Γ, V, hV ) is continuously ex-
tended to the map of C to M(Γ, V, hV ).

Proof The argument is essentially due to Simpson [47]. The fourth claim follows
from the third one. Let {ti | i ∈ Z>0} be a sequence converging to 0. Due to Theorem
9.10, there exists a subsequence {ti | i ∈ S} such that the sequence

{(
E, ∂E , hti , ti ·

θ
) ∣∣ i ∈ S

}
converges to a tame harmonic bundle (E′, ∂E′ , h′, θ′) in Lp2 locally onX−D,

via isometries Φi : (E, hti) −→ (E′, h′). Let ρ′ : π1(X − D,x) −→ GL(E′
|x) denote

the representation associated to the flat connection ∂E′ + ∂E′ + θ′ + θ′ †. Then we
have the convergence of

{
Φi|x ∗(ρti)

∣∣ i ∈ S′′} to ρ′ in M(Γ, Ê|x, ĥ|x). Due to Theorem
9.10, we also have a non-trivial morphism f : cE

′ −→ cÊ which is compatible with
the parabolic structures and the Higgs fields. Then it must be isomorphic due to
μL-polystability of (cE

′
∗, θ

′) and μL-stability of (cÊ∗, θ̂). In particular, (cÊ∗, θ̂) is a
μL-stable c-parabolic Higgs bundle. The metric ĥ of Ê is given by h′ and f .

Let us consider the morphism φα : Ct −→ Ct given by t �−→ α · t. We have the
natural isomorphism φ∗α

(
cẼ∗, θ̃

) 	 (
cẼ∗, α·θ̃

)
which can be extended to the morphism

φ∗α(cẼ
′
∗, θ̃

′) −→ (cẼ
′
∗, α · θ̃′) such that the specialization (cÊ∗, θ̂) −→ (cÊ∗, α · θ̂) at

t = 0 is not trivial. Since (cÊ∗, θ̂) and (cÊ∗, α·θ̂) are μL-stable, the map is isomorphic.
Hence (cÊ, θ̂) is a Hodge bundle. Thus the first and the third claims are proved.

Since (Ê, ∂
�E , θ̂) is a Hodge bundle, we have the S1-action κ on Ê such that κ(t) :(

Ê, ∂
�E , θ̂

) 	 (
Ê, ∂

�E , t · θ̂
)

for any t ∈ S1. The metric κ(t)∗ĥ is determined by
κ(t)∗ĥ(u, v) = ĥ

(
κ(t)(u), κ(t)(v)

)
, which is also the pluri-harmonic metric of (Ê, ∂

�E , t·
θ). Since (Ê∗, t · θ̂) is μL-stable, the pluri-harmonic metric is unique up to a positive
constant multiplication. Hence we obtain the map ν : S1 −→ R>0 such that κ(t)∗ĥ =
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ν(t) · ĥ. Since ν is a homomorphism of groups, we obtain ν(t) = 1 for any t ∈ S1.
Namely, ĥ is S1-invariant, which means

(
Ê, ∂

�E , θ̂, ĥ
)

gives a variation of polarized
Hodge structure. Thus the second claim is proved.

Lemma 11.5. — Assume (cÊ∗, θ̂) is not μL-stable. Let ρ0 be an element of R(Γ, V )
such that πGL(V )(ρ0) is the limit of a subsequence

{
πGL(V )(ρti)

}
for ti → 0. Then ρ0

is not simple.

Proof Let {ti} be a sequence converging to 0 such that
{
(E, ∂E , ti · θ, hti)

}
con-

verges to a tame harmonic bundle (E′, ∂E′ , θ′, h′) in Lp2 locally on X −D. We may
assume that ρ0 is the associated representation to (E′, ∂E′ , θ′, h′). We have a non-
trivial map f : cE

′ −→ cÊ compatible with the parabolic structures and the Higgs
fields. If ρ0 is simple, then (cE

′
∗, θ

′) is μL-stable, and it can be shown that the map
f has to be isomorphic by the same argument in the proof of Proposition 11.4. But
it contradicts the assumption that (cÊ, θ̂) is not μL-stable.

11.1.4. Deformation to a variation of polarized Hodge structure. — Let Y
be a smooth quasi projective variety over C with a base point x. We may assume that
Y = X−D, where X and D denote a smooth projective variety and its simple normal
crossing divisor respectively. A representation ρ : π1(Y, x) −→ GL(V ) induces a flat
bundle (E,∇). We say that ρ comes from a variation of polarized Hodge structure,
if (E,∇) underlies a variation of polarized Hodge structure. For simplicity of the
notation, we put Γ := π1(Y, x).

Theorem 11.6. — Let ρ ∈ R(Γ, V ) be a representation. Then it can be deformed
to a representation ρ′ ∈ R(Γ, V ) which comes from a variation of polarized Hodge
structure on Y .

Proof We essentially follow the argument of Theorem 3 in [47]. Any represen-
tation ρ ∈ R(Γ, V ) can be deformed to a semisimple representation ρ′ ∈ R(Γ, V ).
Therefore we may assume that ρ is semisimple from the beginning. Let (E,∇) be the
corresponding semisimple flat bundle on X −D. We can take a Jost-Zuo metric h of
(E,∇), and hence we obtain the tame pure imaginary harmonic bundle (E, ∂E , θ, h).
Let (E∗, θ) denote the associated regular filtered Higgs bundle on (X,D). We have
the canonical decomposition (Corollary 3.4):

(E∗, θ) =
⊕
j∈Λ

(Ei∗, θi) ⊗ Cm(j).

We put r(ρ) :=
∑

j∈Λm(j). Note that r(ρ) ≤ rankE, and we have r(ρ) = rankE if
and only if (E∗, θ) is a direct sum of Higgs bundles of rank one. We use a descending
induction on r(ρ).

We obtain the family of regular filtered Higgs bundles
{
(E∗, t · θ)

∣∣ t ∈ C∗} (t ∈
C∗). In particular, we have the associated deformation of representations {ρt ∈
R(Γ, V ) | t ∈ R>0} as in the subsection 11.1.2. We may assume that ρ1 = ρ. We
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have the induced map P :]0, 1] −→ M(Γ, V, hV ) given by P(t) := πGL(V )(ρt), which
is continuous due to Theorem 11.1. The image is relatively compact due to Lemma
11.3. We take a representation ρ0 ∈ R(Γ, V ) such that πGL(V )(ρ0) is the limit of a
subsequence of

{
πGL(V )(ρt)

∣∣ t ∈]0, 1]
}
. We may assume that it comes from a tame

harmonic bundle as in the proof of Lemma 11.3.

The case 1. Assume that each family {(Ei ∗, t · θi) | t ∈ C∗} converges to the stable
regular filtered Higgs bundle. Then ρ0 comes from a variation of polarized Hodge
structure due to Proposition 11.4.

We remark that the rank one Higgs bundle is always stable. Hence the case r(ρ) =
rankE is done, in particular.

The case 2. Assume that one of the families {(Ei,F i, t ·θi) | t ∈ C∗} converges to the
semistable parabolic Higgs bundle, which is not μL-stable. Then we have r(ρ) < r(ρ′)
due to Lemma 11.5. Hence the induction can proceed.

11.2. Monodromy group

We discuss the monodromy group for the Higgs bundles or flat bundles, by following
the ideas in [47].

11.2.1. The Higgs monodromy group. — Let (X,D) be a pair of smooth pro-
jective variety and a simple normal crossing divisor, as before. Let L be a polariza-
tion of X . Let (E∗, θ) be a μL-polystable regular filtered Higgs bundle on (X,D)
with par-degL(E∗) = par-ch2,L(E∗) = 0. For any non-negative integers a and b,
we have the regular filtered Higgs bundles (T a,bE∗, θ). (See the subsection 3.2.1 for
the explanation.) Since we have a pluri-harmonic metric h of (E, ∂E , θ) adapted to
the parabolic structure, the regular filtered Higgs bundles T a,b(E∗, θ) are also μL-
polystable. In particular, we have the canonical decompositions of them. We recall
the definition of the Higgs monodromy group given in [47].

Definition 11.7. — Let x be a point of X − D. The Higgs monodromy group
M(E∗, θ, x) of μL-polystable Higgs bundle (E∗, θ) is the subgroup of GL(E|x) defined
as follows: An element g ∈ GL(E|x) is contained in M(E∗, θ, x) if and only if the
induced endomorphisms T a,bg preserve the decompositions of T a,bE|x induced by the
canonical decompositions of T a,b(E∗, θ) for any (a, b) ∈ Z2

≥0.

Remark 11.8. — Although such a Higgs monodromy group should be defined for
semistable parabolic Higgs bundles as in [47], we do no need it in this paper.

We have an obvious lemma.

Lemma 11.9. — We have M(E∗, θ, x) = M(E∗, t · θ, x) for any t ∈ C∗, i.e., the
Higgs monodromy group is invariant under the torus action.
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Let us take a pluri-harmonic metric h of the Higgs bundle (E, ∂E , θ) on X − D,
which is adapted to the parabolic structure. Then we obtain the flat connection
D1 = ∂E+∂E+θ+θ†. Then we obtain the monodromy groupM(E,D1, x) ⊂ GL(E|x)
of the flat connection. (See the subsection 12.1.4.)

Lemma 11.10. — In general, we have M(E,D1, x) ⊂M(E∗, θ, x). For a tame pure
imaginary harmonic bundle, we have M(E,D1, x) = M(E∗, θ, x).

Proof The canonical decomposition T a,b(E∗, θ) =
⊕

j∈S(a,b)(Ej∗, θj) induces the
decomposition of the flat bundles: T a,b(E,D1) =

⊕
j∈S(a,b)(Ej ,∇j). Since any ele-

ment g ∈M(E,D1, x) preserves Ej | x ⊂ T a,bE|x, we have M(E,D1, x) ⊂M(E∗, θ, x).
In the pure imaginary case, the decomposition T a,b(E,D1) is same as the canonical
decomposition of the flat bundle. Hence we have M(E,D1, x) = M(E∗, θ, x).

11.2.2. The deformation and the monodromy group. — Let X be a smooth
projective variety with a polarization L, D be a simple normal crossing divisor, and
x be a point of X −D. For simplicity of the description, we put Γ := π1(X −D,x).

Let (E,∇) be a semisimple flat bundle over X −D. We have a Jost-Zuo metric h
of (E,∇), and thus we obtain a tame pure imaginary harmonic bundle (E, ∂E , θ, h)
on X −D. The associated regular filtered Higgs bundle is denoted by (E∗, θ), which
is μL-polystable with par-degL(E∗) = par-ch2,L(E∗) = 0.

As in the subsection 11.1.2, we have pluri-harmonic metrics ht for any (E, ∂E , t · θ)
(t ∈ C∗). Hence we obtain the flat connections D1

t of E, and the representations
ρt : π1(X −D,x) −→ GL(E|x).

Lemma 11.11. — We have M(E,D1
t ) ⊂ M(E,D1

1) for t ∈ C − {0}, and
M(E,D1

t ) = M(E,D1
1) for t ∈ R − {0}.

Proof It follows from Lemma 11.9 and Lemma 11.10.

We put G0 := M(E,D1
t , x) for (t ∈ R>0) which is independent of choice of t.

Let U(E, ht, x) denote the unitary group for the metrized space (E|x, ht | x). Due to
Lemma 12.17, the intersection of K0,t := G0 ∩ U(E, ht, x) are maximal compact in
G0.

We put V := E|x and hV := h1 | x. We denote G0 andK0,1 byG andK respectively,
when we regard it as the subgroup of GL(V ). Then we can take an isometry νt :
(E|x, ht | x) 	 (V, hV ) such that νt(G0) = G and νt(K0 t) = K for each t. Such a map
is unique up to the adjoint of NG(hV ). Thus we obtain the family of representations
ρ̃t := νt ∗(ρ′t) ∈ R(Γ, G) (t ∈ R>0).

Lemma 11.12. — The induced map πG(ρ̃t) : R>0 −→M(Γ, G, hV ) is continuous.

Proof It follows from Lemma 2.18 and Theorem 11.1.

Lemma 11.13. — The image πG(ρt)
(
]0, 1]

)
is relatively compact in M(Γ, G, hV ).
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Proof It follows from Lemma 11.3 and the properness of the mapM(Γ, G, hV ) −→
M(Γ, V, hV ).

11.2.3. Deformation to variation of polarized Hodge structure. — Let Y
be a quasi projective variety. We put Γ := π1(Y, x). Let V be a finite dimensional
C-vector space. Let G be a reductive subgroup of GL(V ).

Lemma 11.14. — Let ρ be an element of R(Γ, G). We assume that there exists a
subgroup Γ0 such that ρ|Γ0 : Γ0 −→ G is Zariski dense and rigid. Then we can take
a deformation ρ′ ∈ R(Γ, G) of ρ which comes from a variation of polarized Hodge
structure on Y .

Proof We remark that ρ : Γ −→ GL(V ) is semisimple. Let us take a tame
harmonic bundle (E, ∂E , θ, h) whose associated representation gives ρ. Then let us
consider the associated deformation ρt : Γ −→ G (t ∈ R>0) as above. It induces the
continuous map πG(ρt |Γ0) : R>0 −→M(Γ0, G, hV ).

Let B be the connected component of M(Γ, G, hV ). Since ρ|Γ0 = ρ1 |Γ0 is rigid and
Zariski dense, the natural map B −→M(Γ, V, hV ) is injective.

Let us take ρ0 ∈ R(Γ, G) and a subsequence {ti} converging to 0 such that
{πG(ρti)} converges to ρ0. We remark that ρ0 |Γ0 : Γ0 −→ G is also Zariski dense and
rigid. If it comes from a variation of polarized Hodge structure, we are done. If it
does not come from a variation of polarized Hodge structure, we deform ρ0 as above,
again. The process will stop in the finite steps by Theorem 11.6.

11.2.4. Non-existence result about fundamental groups. — The following
lemma is a straightforward generalization of Lemma 4.4 in [47].

Lemma 11.15. — Let ρ : π1(Y, x) −→ G be a Zariski dense homomorphism. If ρ
comes from a variation of polarized Hodge structure, then the real Zariski closure W
of ρ is a real form of G, and W is a group of Hodge type in the sense of Simpson.
(See the page 46 in [47].)

The following lemma is essentially same as Corollary 4.6 in [47].

Proposition 11.16. — Let G be a complex reductive algebraic group, and W be a
real form of G. Let ρ : π1(Y, x) −→ G be a representation such that Im ρ ⊂ W .
Assume that there exists a subgroup Γ0 ⊂ π1(Y, x) such that ρ|Γ0 is rigid and Zariski
dense in G. Then W is a group of Hodge type, in the sense of Simpson.

Proof We reproduce the argument of Simpson. We take a deformation ρ′ of ρ,
which comes from a variation of polarized Hodge structure as in Lemma 11.14. Then
there exists an element u ∈ N(G,U) such that ad(u) ◦ ρ|Γ0 	 ρ′|Γ0

. Let W ′′ denote
the real Zariski closure of ρ′(Γ0), and W ′ denote the real Zariski closure of ρ′. Then
we have W ′′ ⊂ W ′. Since ρ′ comes from a variation of Hodge structure, W ′ is a real
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form in G (Lemma 11.15). Since W is a real form of G, W ′′ = ad(u)(W ) is also a
real form of G. Therefore we have W ′ = W ′′. Since W ′ is a group of Hodge type, we
are done.

Corollary 11.17. — Let Γ0 be a rigid discrete subgroup of a real algebraic group,
which is not of Hodge type. Then Γ0 cannot be a split quotient of the fundamental
groups of any smooth quasi projective variety.

Proof It follows from Lemma 11.15 and Proposition 11.16. (See the pages 52–54
of [47]).



CHAPTER 12

G-HARMONIC BUNDLE (APPENDIX)

12.1. G-principal bundles with flat structure or holomorphic structure

We recall the Tannakian consideration about harmonic bundles given in [47] by
Simpson.

12.1.1. A characterization of algebraic subgroup of GL. — We recall some
facts on algebraic groups. (See also I. Proposition 3.1 in [8], for example.) Let V be
a vector space over a field k of characteristic 0. We put T a,bV := Hom(V ⊗ a, V ⊗b).
Let G be an algebraic subgroup of GL(V ), defined over k. We have the induced G-
action on T a,bV . Let S(V, a, b) denote the set of G-subspaces of T a,bV , and we put
S(V ) =

∐
a,b S(V, a, b).

Let g be an element of GL(V ). We have the induced element T a,b(g) ∈ GL
(
T a,bV

)
.

Then it is known that g ∈ GL(V ) is contained in G if and only if T a,b(g)W ⊂ W

holds for any (W,a, b) ∈ S(V ). Suppose G is reductive. Then there is an element v
of T a,b(V ) for some (a, b) such that g is contained in G if and only if g · v = v holds.

We easily obtain the corresponding characterization of Lie subalgebras of gl(V )
corresponding to algebraic subgroups of GL(V ).

12.1.2. A characterization of connections of principal G-bundle. — Let
k denote the complex number field C or the real number field R. Let G be an
algebraic group over k. Let PG be a G-principal bundle on a manifold X in the
C∞-category. Let κ : G −→ GL(V ) be a representation defined over k, such that the
induced morphism dκ : g −→ End(V ) is injective. We put E := PG ×G V . We have
T a,bE := Hom(E⊗ a, E⊗ b) 	 PG ×G T a,bV . We have the subbundle EU = PG ×G U
of T a,bE for each U ∈ S(V, a, b). A connection ∇ on E induces the connection T a,b∇
on T a,bE. Let AG(E) be the set of the connections ∇ of E such that the induced
connections T a,b∇ preserve the subbundle EU for any (U, a, b) ∈ S(V ).

Let A(PG) denote the set of the connections of PG. If we are given a connection
of PG, the connection ∇ of E is naturally induced. It is clear that the connection
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T a,b∇ preserves EU ⊂ T a,bE for any (U, a, b) ∈ S(V ). Hence we have the map
ϕ : A(PG) −→ AG(E).

Lemma 12.1. — The map ϕ is bijective.

Proof Since dκ is injective, the map ϕ is injective. Let us take a connection
∇ ∈ AG(E) and a connection ∇0 which comes from a connection of PG. Then
f = ∇−∇0 is a section of End(E)⊗Ω1. Since T a,bf preserves EU for any (a, b) and
U ⊂ S(V, a, b), f comes from a section of ad(PG) ⊗ Ω1 ⊂ End(E) ⊗ Ω1.

12.1.3. K-reduction of holomorphic G-principal bundle and the induced
connection. — Let G be a linear reductive group defined over C. Let PG be
a holomorphic G-principal bundle on X . Let κ : G −→ GL(V ) be a representation
defined over C, such that dκ : g −→ End(V ) is injective. We put E = PG×GV . LetK
be a maximal compact group of G, or equivalently, a compact real form. Let PK ⊂ PG
be a K-reduction in the C∞-category, i.e., PK ×K G 	 PG. Then the connection of
PK is automatically induced. Namely, we have the canonical G-decomposition for
each (a, b):

(85) T a,bV =
⊕

ρ∈Irrep(G)

V (a,b)
ρ .

Here Irrep(G) denotes the set of the equivalence classes of irreducible representations
of G. Each V (a,b)

ρ is isomorphic to the tensor product of the irreducible representation
ρ and the trivial representation Cm(a,b,ρ). The decomposition (85) is same as the
canonical K-decomposition. Let us take a K-invariant hermitian metric h of V . It
induces the hermitian metric T a,bh of T a,bV , for which the decomposition (85) is
orthogonal. The restriction of T a,bh to V (a,b)

ρ is isomorphic to a tensor product of a
K-invariant hermitian metric on ρ and a hermitian metric on Cm(a,b,ρ). The metric h
induces the hermitian metric of E, which is also denoted by h. From the holomorphic
structure ∂E and the metric h, we obtain the unitary connection ∇ = ∂E + ∂E . The
induced connection T a,b∇ on T a,bE is the unitary connection determined by T a,bh

and the holomorphic structure of T a,bE. Then it is easy to see that T a,b∇ preserves
EU for any U ∈ S(a, b, V ). Hence the connection ∇ comes from PG. Since ∇ also
preserves the unitary structure, we can conclude that ∇ comes from the connection
of PK .

12.1.4. The monodromy group. — We recall the monodromy group of flat bun-
dles ([47]). Let X be a complex manifold with a base point x. The monodromy
group of a flat bundle (E,∇) at x is defined to be the Zariski closure of the induced
representation π1(X,x) −→ GL(E|x). It is denoted by M(E,∇, x). Let us recall the
case of principal bundles. Let G be a linear algebraic group over R or C, and PG be
a G-principal bundle on X with a flat connection in the C∞-category. Let us take
a point x̃ ∈ PG|x. Then we obtain the representation ρ : π1(X,x) −→ G. Then the
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monodromy group M(PG, x̃) ⊂ G is defined to be the Zariski closure of the image
of ρ. We obtain the canonical reduction of principal bundles PM(PG,�x) ⊂ PG. The
monodromy groups of the flat vector bundles and flat principal bundles are related as
follows. Let κ : G −→ GL(V ) be an injective representation. Then we have the flat
bundle E = PG ×G V = PM(PG,�x) ×M(PG,�x) V . Via the identification V = E|x given
by x̃, we are given the inclusion M(PG, x̃) ⊂ GL(E|x). Clearly M(PG, x̃) is same as
M(E,∇, x) and it is independent of a choice of x̃. Hence we can reduce the problems
of the monodromy groups of flat principal G-bundles to those for flat vector bundles.

For a flat bundle (E,∇), let T a,bE denote the flat bundle Hom(E⊗ a, E⊗ b) pro-
vided the canonically induced flat connection. Let S(E, a, b) denote the set of flat
subbundles U of T a,bE, and we put S(E) :=

∐
(a,b) S(E, a, b). Let g be an element of

GL(E|x). Then g is contained in M(E,∇, x) if and only if T a,bg preserves Ux for any
(U, a, b) ∈ S(E). If M(E,∇, x) is reductive, we can find some (a, b) and v ∈ T a,bE|x
such that g ∈M(E,∇, x) if and only if g · v = v. Hence there exists a flat subbundle
W ⊂ T a,bE such that g ∈M(E,∇, x) if and only if T a,bg|W = idW .

12.2. Definitions

12.2.1. A G-principal Higgs bundle and a pluri-harmonic reduction. —
Let G be a linear reductive group defined over C, and K be a maximal compact
group. Let X be a complex manifold and PG be a holomorphic G-principal bundle
on X . Let ad(PG) be the adjoint bundle of PG, i.e., ad(PG) = PG×G g. Recall that a
Higgs field of PG is defined to be a holomorphic section θ of ad(PG)⊗ Ω1,0 such that
θ2 = 0.

Let PK ⊂ PG be a K-reduction of PG in C∞-category, then we have the natural
connection ∇ of PK , as is seen in the subsection 12.1.3. We also have the adjoint
θ† of θ, which is a C∞-section of ad(PG) ⊗ Ω0,1. Then we obtain the connection
D1 := ∇ + θ + θ† of the principal bundle PG.

Definition 12.2. — If D1 is flat, then the reduction PK ⊂ PG is called pluri-
harmonic, and the tuple (PK ⊂ PG, θ) is called a G-harmonic bundle.

Let V be a C-vector space. A representation κ : G −→ GL(V ) is called immersive
if dκ is injective, in this paper. Let us take an immersive representation κ : G −→
GL(V ) and a K-invariant metric hV . From a G-principal Higgs bundle (PG, θ) with
a K-reduction PK ⊂ PG, we obtain the Higgs bundle (E, ∂E , θ) with the hermitian
metric h.

Lemma 12.3. — Let (PG, θ) be a G-principal Higgs bundle, and PK ⊂ PG be a
K-reduction. The following conditions are equivalent.

1. The reduction PK ⊂ PG is pluri-harmonic.
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2. Let us take any immersive representation G −→ GL(V ), and any K-invariant
hermitian metric of C-vector space V . Then the induced Higgs bundle with the
hermitian metric is a harmonic bundle.

3. There exist an immersive representation G −→ GL(V ) and a K-invariant her-
mitian metric of C-vector space V , such that the induced Higgs bundle with the
hermitian metric is a harmonic bundle.

Proof If G −→ GL(V ) is immersive, then a connection of PG is flat if and only if
the induced connection on PG×G V is flat. Therefore the desired equivalence is clear.

12.2.2. A flat G-bundle and a pluri-harmonic reduction. — Let G be a linear
reductive group over C or R, and K be a maximal compact group ofG. Let π : X̃ −→
X denote a universal covering. Let us take base points x ∈ X and x1 ∈ X̃ such that
π(x1) = x. Let (PG,∇) be a flat G-principal bundle over a complex manifold X .
Once we pick a point x̃ ∈ PG|x, the homomorphism π1(X,x) −→ G is given. If a K-
reduction PK ⊂ PG is given, we obtain a π1(X,x)-equivariant map F : X̃ −→ G/K,
where the π1(X,x)-action on G/K is given by the homomorphism π1(X,x) −→ G.

Definition 12.4. — If the map F is pluri-harmonic, then the reduction PK ⊂ PG
is called pluri-harmonic. The property is independent of a choice of the points x, x1

and x̃.

Lemma 12.5. — The following conditions are equivalent.

1. The reduction PK ⊂ PG is pluri-harmonic, in the sense of Definition 12.4.
2. Let us take any immersive representation κ : G −→ GL(V ) and any K-invariant

metric of a vector space V over C. Then the induced flat bundle with the
hermitian metric is a harmonic bundle.

3. There exist an immersive representation κ : G −→ GL(V ) and a K-invariant
metric of a vector space V over C, such that the induced flat bundle with the
hermitian metric is a harmonic bundle.

Proof Let G −→ GL(V ) be an immersive representation. Let us take a K-
invariant hermitian metric of V , and let U denote the unitary group of V with respect
to h. Then we have the inclusion ι : G/K ⊂ GL(V )/U , which is totally geodesic.
Hence F in Definition 12.4 is pluri-harmonic if and only if ι ◦ F is pluri-harmonic.
The desired equivalence immediately follows.

Corollary 12.6. — If G is a linear reductive group over C, the definitions 12.2 and
12.4 are equivalent.
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12.2.3. A tame pure imaginary G-harmonic bundle. — Let G be a linear
reductive group over C. Let h denote a Cartan subalgebra of g, and let W denote the
Weyl group. We have the natural real structure hR ⊂ h. Hence we have the subspace√−1hR ⊂ h. We have the W -invariant metric of h, which induces the distance d of
h/W . Let B

(√−1hR, ε
)

denote the set of the points x of h/W such that there exists
a point y ∈ √−1hR satisfying d(x, y) < ε.

Let (PK ⊂ PG, θ) be a G-harmonic bundle on Δ∗. We have the expression θ =
f ·dz/z, where f is a holomorphic section of ad(PG) on Δ∗. It induces the continuous
map [f ] : Δ∗ −→ h/W .

Definition 12.7. —

– A G-harmonic bundle (PK ⊂ PG, θ) is called tame, if [f ] is bounded.
– A tame G-harmonic bundle (PK ⊂ PG, θ) is called pure imaginary, if for any
ε > 0 there exists a positive number r such that

[
f(z)

] ∈ B
(√−1hR, ε

)
for any

|z| < r.

Lemma 12.8. — Let (PK ⊂ PG, θ) be a harmonic bundle on Δ∗. The following
conditions are equivalent.

1. It is tame (pure imaginary).
2. For any κ : G −→ GL(V ) and any K-invariant metric of V , the induced har-

monic bundle is tame (pure imaginary).
3. For some immersive representation κ : G −→ GL(V ) and some K-invariant

metric of V , the induced harmonic bundle is tame (pure imaginary).

Proof The implications 1 =⇒ 2 =⇒ 3 are clear. The implication 3 =⇒ 1 follows
from the injectivity of dκ : g −→ gl(V ).

Let X be a smooth projective variety, and D be a normal crossing divisor.

Definition 12.9. — A harmonic G-bundle (PK ⊂ PG, θ) on X −D is called tame
(pure imaginary), if the restriction (PK ⊂ PG, θ)|C\D is tame (pure imaginary) for
any curve C ⊂ X which is transversal with D.

Remark 12.10. — Tameness and pure imaginary property are defined for principal
G-Higgs bundles.

Remark 12.11. — Tameness and pure imaginary property are preserved by pull
back. We also remark the curve test for usual tame harmonic bundles.

Let us consider the case where G is a linear reductive group defined over R, with
a maximal compact group K. We have the complexification GC with a maximal
compact group KC such that K = KC ∩G.
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Definition 12.12. — Let (PG,∇) be a flat bundle. A pluri-harmonic K-reduction
(PK ⊂ PG,∇) is called a tame pure imaginary, if the induced reduction (PKC ⊂
PGC ,∇) is a tame pure imaginary.

Lemma 12.13. — Let (PK ⊂ PG, θ) be a harmonic bundle on X−D. The following
conditions are equivalent.

1. It is tame (pure imaginary).
2. For any κ : G −→ GL(V ) and any K-invariant metric of V , the induced har-

monic bundle is tame (pure imaginary).
3. There exists an immersive representation κ : G −→ GL(V ) and a K-invariant

metric of V such that the induced harmonic bundle is tame (pure imaginary).

12.3. Semisimplicity and tame pure imaginary pluri-harmonicK-reduction

12.3.1. Preliminary. — Recall the existence and the uniqueness of tame pure
imaginary pluri-harmonic metric ([39], [23]), which is called the Jost-Zuo metric. Let
(E,∇) be a semisimple flat bundle, and let ρ : π1(X,x) −→ GL(E|x) denote the
corresponding representation. We have the canonical decomposition of E|x:

E|x =
⊕

χ∈Irrep(π1(X,x))

E|x,χ.

Here Irrep(π1(X,x)) denotes the set of irreducible representations, and E|x,χ denotes
a π1(X,x)-subspace of E|x isomorphic to χ⊕m(χ). Correspondingly, we have the
canonical decomposition of the flat bundle (E,∇):

(E,∇) =
⊕

χ∈Irrep(π1(X,x))

Eχ.

The flat bundle Eχ is isomorphic to a tensor product of trivial bundle Cm(χ) and a
flat bundle Lχ whose monodromy is given by χ.

Lemma 12.14. —

– There exists a Jost -Zuo metric hχ of Lχ, which is unique up to positive constant
multiplication.

– Under the isomorphism (E,∇) 	 ⊕
χ Lχ⊗Cm(χ), any Jost-Zuo metric of (V,∇)

is of the following form: ⊕
χ

hχ ⊗ gχ.

Here gχ denote any hermitian metrics of Cm(χ). In other words, the ambiguity
of the Jost-Zuo metrics is a choice of hermitian metrics gχ of Cm(χ), once we
fix hχ.
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– The decomposition of flat connection ∇ = ∂ + ∂ + θ + θ† is independent of a
choice of gχ.

Proof The first claim is proved in [39]. The second claim easily follows from the
proof of the uniqueness result in [39]. The third claim follows from the second claim.

We also have the following lemma (see [39] or [44]).

Lemma 12.15. — If there is a Jost-Zuo metric on a flat bundle (E,∇), then the
flat bundle is semisimple.

12.3.2. Compatibility with real structure. — We have the involution χ �−→ χ

on Irrep
(
π1(X,x)

)
such that χ ⊗R C = χ ⊕ χ. If χ = χ, we have the real structure

of Lχ. If χ �= χ, we have the canonical real structure of Lχ ⊗ C = Lχ ⊕ Lχ.
Let us consider the case where (E,∇) has the flat real structure ER such that

E = ER ⊗R C. Let ι : E −→ E denote the conjugate with respect to ER. Then
(E,∇) is isomorphic to the following:⊕

χ=χ

Lχ ⊗ Cm(χ) ⊕
⊕
χ=χ

(
Lχ ⊕ Lχ

)⊗ Cm(χ).

The real structure of (E,∇) is induced from the real structures of Lχ (χ = χ) and
Lχ ⊗ C (χ �= χ). Then the following lemma is clear.

Lemma 12.16. — When (E,∇) has a real structure, there exists a Jost-Zuo metric
of (E,∇) which is invariant under the conjugation. The ambiguity of the metric is a
choice of the metrics of the vector spaces Cm(χ).

12.3.3. The case of the principal bundle associated with the monodromy
group. — Let X be a quasi projective variety with a base point x, and (E,∇) be a
flat bundle. Let G0 ⊂ GL(E|x) denote the monodromy group M(E,∇, x). We obtain
the principal G0-bundle PG0 with the flat connection.

If the flat bundle (E,∇) is semisimple, we have a Jost-Zuo metric h of (E,∇). Let
U = U(E|x, h|x) denote the unitary group of the metrized vector space (E|x, h|x), and
we put K0 := G0 ∩ U .

Lemma 12.17. — K0 is a maximal compact subgroup of G0.

Proof The argument was given by Simpson (Lemma 4.4 in [47]) for a different
purpose. We reproduce it here. Let τ : GL(E|x) −→ GL(E|x) be the anti-holomorphic
involution such that τ(g) = (g†)−1, where g† denotes the adjoint of g with respect to
the metric h|x of E|x. Let us take a flat subbundle S ⊂ T a,b(E) with the following
property: Let g be an element of GL(E|x). Then g is contained in G0 if and only
if T a,b(g)|S|x = idS|x . We have the G0-decomposition T a,bV = S|x ⊕ F|x. We may
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assume that F|x does not contain the trivial representation. Let T a,bE = S ⊕ F is
the corresponding decomposition.

Lemma 12.18. — The decomposition T a,bV = S ⊕ F is orthogonal with respect to
the induced metric T a,bh.

Proof The canonical decomposition is orthogonal with respect to the Jost-Zuo
metric. Then the claim immediately follows.

Let us return to the proof of Lemma 12.17. For any g ∈ GL(E|x), we have the
expression g = u · exp(y), where u ∈ U and y ∈ End(E|x) such that τ(y) = −y. The
decomposition is compatible with tensor products and orthogonal decompositions. It
follows that T a,bu and T a,by preserves S|x. Since T a,bg = idS|x is trivial on S, we
have T a,bu = idS|x and T a,by = 0 on S|x. Therefore we obtain u ∈ G0 ∩ U = K0 and
y ∈ g0 ⊂ End(E|x), where g0 denote the Lie subalgebra of End(E|x) corresponding
to G0. Hence τ(g) = u · exp

(−y) is contained in G0. Namely, τ preserves G0.
Since we have the decomposition g = u · exp(y) for any g ∈ G0, K0 intersects with

any connected components of G0. Let G0
0 denote the connected component of G0

containing the unit element. Since K0
0 is the fixed point set of τ|G0

0
, it is easy to see

that K0
0 is a maximal compact subgroup of G0

0. Then we can conclude that K0 is a
maximal compact subgroup of G0. Namely the proof of Lemma 12.17 is accomplished.

Let us consider the case where (E,∇) has the real structure. We use the notation in
the subsection 12.3.2. We have the real partsER | x ⊂ E|x andG0R := G0∩GL(ER | x).
Let us take a Jost-Zuo metric of h which is invariant under the conjugation ι. We
put K0R = G0R ∩K0 = G0R ∩ U .

Lemma 12.19. — K0 R is maximal compact in G0 R.

Proof We use the notation in the proof of Lemma 12.17. Since h|x is invariant
under the conjugation ι, U is stable under ι, and τ and ι are commutative. Let g
be an element of G0 R. We have the decomposition g = u · exp(y) as in the proof of
Lemma 12.17, where u denotes an element of K0 and y denotes an element of g0 such
that τ(y) = −y. Since ι(g) = g, we have ι(u) · exp

(
ι(y)

)
= u · exp(y). Since we have

ι(u) ∈ ι(U) = U and τ(ι(y)) = ι(τ(y)) = −ι(y), we obtain ι(u) = u and ι(y) = y.
Namely u ∈ K0R and y ∈ g0R. Then we can show K0R is maximal compact in G0R,
by an argument similar to the proof of Lemma 12.17.

Proposition 12.20. — Assume that (E,∇) is semisimple. Then there exists the
unique tame pure imaginary pluri-harmonic K-reduction PK0 ⊂ PG0 . Assume (E,∇)
has the flat real structure, moreover. Then it is induced from the pluri-harmonic
reduction of PG0R .
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Proof Let h be a Jost-Zuo metric of (E,∇). For any point z ∈ X , let M(E,∇, z)
denote the monodromy group at z, and U(E|z, h|z) denote the unitary group of E|z
with the metric h|z. Then the intersection M(E,∇, z) ∩ U(E|z, h|z) is a maximal
compact subgroup of M(E,∇, z), due to Lemma 12.17. Hence they give the reduction
PK0 ⊂ PG0 , which is pluri-harmonic. By using a similar argument and Lemma 12.19,
we obtain the compatibility with the real structure, if (E,∇) has the flat real structure.
The uniqueness of the pluri-harmonic reduction follows from the uniqueness result in
Lemma 12.14. Hence we are done.

Corollary 12.21. — (E,∇) is semisimple if and only if the monodromy group G0

is reductive.

Proof It is clear that the reductivity of G0 implies the semisimplicity of (E,∇). If
(E,∇) is semisimple, a maximal compact subgroup of G0 is a real form of G0. Hence
it is reductive.

12.3.4. Zariski dense case. — Let G be a linear reductive algebraic group over
C or R. Let X be a quasi projective variety with a base point x. The following
corollary immediately follows from Proposition 12.20.

Corollary 12.22. — Let PG be a flat G-principal bundle over X. Assume that the
image of the induced representation π1(X,x) −→ G is Zariski dense in G. Then there
exists the unique tame pure imaginary pluri-harmonic reduction of PG.

We can reword the corollary as follows. Let X̃ be a universal covering of X . Let
π1(X,x) −→ G be a homomorphism whose image is Zariski dense in G, which gives
a π1(X,x)-action on G/K.

Corollary 12.23. — There is a π1(X,x)-equivariant pluri-harmonic map X̃ −→
G/K, which induces a tame pure imaginary harmonic G-bundle on X. It is unique
up to the G-action.

12.3.5. General case. —

Theorem 12.24. — Let G be a linear reductive algebraic group over C or R, and
X be a quasi projective variety. Let (PG,∇) be a flat G-bundle on a quasi projective
variety. The monodromy group G0 is reductive if and only if there exists a tame
pure imaginary pluri-harmonic reduction PK ⊂ PG. If such a reduction exists, the
decomposition ∇ = ∇K + (θ + θ†) does not depend on a choice of a pluri-harmonic
reduction PK ⊂ PG.

Proof If a pluri-harmonic reduction exists, the monodromy group is reductive
due to Lemma 12.8 and Corollary 12.21. If G0 is reductive, let K0 be a maximal
compact group of G0. Then we have the unique tame pure imaginary pluri-harmonic
reduction PK0 ⊂ PG0 . We take K such as K ∩ G0 = K0. Then the pluri-harmonic
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reduction PK ⊂ PG is induced, and thus the first claim is proved. The second claim
is clear.

Corollary 12.25. — Let G be a linear reductive group with a maximal compact sub-
group K. Let X be a quasi projective variety with a base point x, and X̃ denote
the universal covering of X. Let π1(X,x) −→ G be a homomorphism such that the
Zariski closure is reductive. Then there is a π1(X,x)-equivariant pluri-harmonic map
X̃ −→ G/K, which induces a tame pure imaginary harmonic G-bundle on X.
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[32] M, Lübke, and A. Teleman, The universal Kobayashi-Hitchin correspondence on
Hermitian manifolds, math.DG/0402341, to appear in Mem. AMS

[33] M. Maruyama and K. Yokogawa, Moduli of parabolic stable sheaves, Math. Ann.
293, 77–99 (1992).

[34] V. Mehta and A. Ramanathan, Semistable sheaves on projective varieties and
their restriction to curves, Math. Ann., 258 (1982), 213-224.

[35] V. Mehta and A. Ramanathan, Restriction of stable sheaves and representations
of the fundamental group, Invent. Math., 77, (1984), 163–172.

[36] V. Mehta and C. S. Seshadri, Moduli of vector bundles on curves with parabolic
structures, Math. Ann. 248, (1980), 205–239

[37] T. Mochizuki, Asymptotic behaviour of tame nilpotent harmonic bundles with
trivial parabolic structure, J. Diff. Geometry, 62, (2002), 351–559.

[38] T. Mochizuki, Asymptotic behaviour of tame harmonic bundles and an applica-
tion to pure twistor D-modules, math.DG/0312230, to appear in Mem. AMS.

[39] T. Mochizuki, A characterization of semisimple local system by tame pure imag-
inary pluri-harmonic metric, math.DG/0402122, to appear as a part of [38]

[40] T. Mochizuki, Kobayahi-Hitchin correspondence for tame harmoinc bundles and
an application (1st version), math.DG/0411300

[41] M. S, Narasimhan and C. S. Seshadri, Stable and unitary vector bundles on a
compact Riemann surface, Ann. of Math. 82 (1965), 540–567.

[42] R. Palais, Foundations of global non-linear analysis, Benjamin, (1968).

[43] J. Poritz, Parabolic vector bundles and Hermitian-Yang-Mills connections over a
Riemann surface, Internat. J. Math. 4 (1993), 467–501.

[44] C. Sabbah, Polarizable twistor D-modules, Astérisque, 300, Société
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