
MIRROR SYMMETRY OF ABELIAN

VARIETIES AND MULTI-THETA FUNCTIONS

Kenji Fukaya

CONTENTS

Introduction.

Chapter 1. Construction of Mirror torus and of Mirror bundles.

§1 Moduli space of Lagrangian submanifolds.
§2 Floer homology of affine Lagrangian submanifolds.
§3 Construction of coherent sheaf (transversal case).
§4 Construction of coherent sheaf (general case).
§5 Universal bundles.

Chapter 2. Product structure in Floer homology.

§6 Explanation of Axioms I,II,III.
§7 Counting pseudoholomorphic polygons (existence).
§8 Counting pseudoholomorphic polygons (uniqueness).
§9 Counting pseudoholomorphic polygons (chamber structure).
§10 Multi theta function.
§11 Maurer-Cartan equation.

Chapter 3. Floer homology and Extension.

§12 Calculation of cohomology (the case of line bundle).
§13 Isogenie.
§14 Construction of Isomorphisms.
§15 Calculation of cohomology (the general case).

Chapter 4. Lagrangian Resolution.

§16 Lagrangian Resolution.

Typeset by AMS-TEX

1



2 KENJI FUKAYA

Introduction.

In this paper, we study mirror symmetry of complex and symplectic tori as an ex-
ample of homological mirror symmetry conjecture of Kontsevich [K1], [K2] between
symplectic and complex manifolds. We discussed mirror symmetry of tori in [Fu5]
emphasizing its noncommutative generalization. In this paper, we concentrate on
the case of a commutative (usual) torus. Our result is a generalization of one by
Kontsevich [K2] and Polishchuk-Zaslow [PZ], Polishchuk [Pl], who studied the case
of elliptic curve. The main results of this paper prove a dictionary of mirror sym-
metry between symplectic geometry and complex geometry partially in the case of
tori of arbitrary dimension. Namely we prove it in the case of mutually transversal
affine Lagrangian submanifolds and semi homogeneous sheaves (under transversal-
ity assumptions.) The argument presented in this paper suggests a possibility of its
generalization. However there are various serious difficulties for the generalization,
some of which we mention in this paper. We will discuss the general case more in
[Fu7].

In this paper, we will define a new family of theta functions on complex tori,
which we call multi theta function. It is a generating function of the numbers
obtained by counting holomorphic polygons in tori and describe various product
structures (Yoneda and Massey Yoneda products) of the sheaf cohomology group
on its mirror. We recall that one famous consequence [COGP],[Gi],[LLY],[BDPP]
of mirror symmetry is a coincidense of Gromov-Witten potential, the generating
function of the number counting rational curves in a Calabi-Yau manifold, with
the Yukawa coupling, a product structure of sheaf cohomology of its mirror. In
the case of complex tori, there is no rational curve. Hence the statement above
is void. However, if we include Lagrangian submanifolds in symplectic side and
coherent sheaves in complex side, we can derive many nontrivial consequences of
mirror symmetry. Exploring them is the purpose of this paper. Namely we find
relations between counting problem of holomorphic polygons (0 loop correlation
function of topological open string) and product structures of sheaf cohomology
of its mirror. We remark that including Lagrangian submanifolds and coherent
sheaves corresponds to including branes. So it is naturally related to the recent
progress of string theory. (See for example [Po].)

To describe the main result of this paper, we discuss homological mirror symme-
try conjecture briefly here. The scope of homological mirror symmetry conjecture
is huge. So it seems yet impossible to state it precisely and rigorously. We men-
tion only a small part of it, which we can prove partially in the case of tori. See
[FKOOO],[Fu6],[Fu7] for some of the other parts of the story.

We consider a symplectic manifolds (M,ω), together with B-field B, (that is a
closed 2 form). We put Ω = ω +

√
−1B. First of all, the (homological) mirror

symmetry conjecture predicts the existence of a complex manifolds (M,Ω)∨ which
is called a mirror, to some of the pairs (M,Ω). Here are two remarks.

Remark 0.1. Usually mirror symmetry conjecuture predicts the existence of pairs
of Calabi-Yau manifolds M and M∨, the mirror pairs. Calabi-Yau manifold is a
Kähler manifold and is both symplectic and complex. (Symplectic structure is
determined by the Kähler form.) It is also conjectured that the complex structure
of M∨ depends on the symplectic structure of M (together with B field), and the



MIRROR SYMMETRY OF ABELIAN VARIETIES AND MULTI-THETA FUNCTIONS 3

complex structure of M depends on the symplectic structure of M∨. Here we only
take symplectic structure of M and complex structure of M∨ and forget the other
half of the structures.

Remark 0.2. It seems too much to expect that every symplectic manifold has a
mirror. The author has no candidate of a good condition for a symplectic manifold
to have a mirror. (One sufficent condition might be an existence of (singular)
fibration M → B such that the (general) fiber is a Lagrangian torus.)

Also, even in case when a mirror exists, it may not be unique. We have such an
example already in the case of symplectic torus. (See §1.)

Suppose we have a mirror pair (M, Ω), (M,Ω)∨. It is conjectured (and is proved
in some cases) that the Gromov-Witten invariant of (M,Ω) coincides with Yukawa-
coupling that is a product structure of sheaf cohomology of (M, Ω)∨. We do not
discuss this point here since it is discussed by many other authors.

The first part of homological mirror symmetry conjecture is stated as follows.

Conjecture A. For each pair (L,L) of unobstructed Lagrangian submanifold L
and a flat line bundle L, we can associate an object E(L,L) of derived category of
coherent sheaves on (M,Ω)∨.

Here “unobstructed” means the vanishing of the obstruction for the existence of
Lagrangian intersection Floer homology, which we introduced in [FKOOO] . We do
not discuss the obstrution theory (to Lagrangian intersection Floer homology) and
its relation to mirror symmetry here, since it is the thema of [FKOOO]. For the
purpose of this paper, it is enough to remark that L is unobstructed if H∗(L; Q) →
H∗(M ; Q) is injective. (The case we are mainly concern with in this paper is one
when L is an affine Lagrangian submanifold of symplectic torus M . In that case
this condition is certainly satisfied.)

To state the second part of homological mirror symmetry conjecture, we remark
that, if (Li,Li) are unobstructed, we can define a Floer homology HF ((L1,L1), (L2,
L2)) between them. (We review in §2, the definition of Floer homology in the case
we use.)

Remark 0.3. In fact, Floer homology HF ((L1,L1), (L2,L2)), in the general sit-
uation, depends not only on (L1,L1), (L2,L2) but also on other parameters. (See
[FKOOO].) We do not discuss this point here since it is unnecessary in our case of
affine Lagrangian submanifold in symplectic torus, (where π2(T

2n, L) = 0.)

Remark 0.4. In the general situation, we can define Floer homology only over
an appropriate Novikov ring [N] (which is a kind of formal power series ring). In
fact, the boundary operator is defined as a formal power series whose convergence
question is yet open. However the operations (the boundary operator and the
product structures mk we will introduce later) always converge in the case of affine
Lagrangian submanifolds in a symplectic torus, as we will see in this paper (Propo-
sition 10.5). As a consequence, we can and will use C as a coefficient ring of Floer
homology.

Conjecture B. There exists a canonical isomorphism

(0.5) HF ((L1,L1), (L2,L2)) ∼= Ext(E(L1,L1), E(L2,L2)),

between Floer homology and extension.
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To state the third part of the conjecture, we need to review the product structure
of Floer homology introduced in [Fu1] based on the ideas due to Donaldson [Do2]
and Segal. Namely, in case (Li,Li) are unobstructed for i = 1, 2, 3, we have

(0.6)
m2 : HF ((L1,L1), (L2,L2)) ⊗HF ((L2,L2), (L3,L3))

→ HF ((L1,L1), (L3,L3)).

The outline of the construction of m2 was given in [Fu1]. Kontsevitch [K1],[K2] gave
a modification necessary to apply it to homological mirror symmetry conjecture. In
fact, to define m2 rigorously in the general situation, we need to introduce various
correction terms (similar to ones in [FKOOO]) to the definition of [Fu1]. The
rigorous definition in the general case is not written up yet.

Fortunately, in our case of affine Lagrangian submanifold of symplectic torus, we
do not need those correction terms. So we do not discuss the modification we need
to define m2 rigorously in the general situation. We will give a rigorous definition
of m2 in our case later in this paper. (§10.)

We remark that Yoneda product defines a map

(0.7) m2 : Ext(E1, E2) ⊗ Ext(E2, E3) → Ext(E1, E3).

Here Ei are objects of derived category of coherent sheaves on M∨.

Conjecture C. Let Ei = E(Li,Li). Then the map (0.7) coincides with the map
(0.6) through the isomorphism (0.5). In other words, the following diagram com-
mutes.

Diagram 1

To go further, we need to review the notion of A∞ category.

Definition 0.8. A∞ category C is a correction of a set Ob(C), (the set of objects),
chain complex C(c1, c2) for each c1, c2 ∈ Ob(C) (the set of morphisms), and maps

mk : C(c0, c1) ⊗ · · · ⊗ C(ck−1, ck) → C(c0, ck)

((higher) compositions), such that m1 : C(c0, c1) → C(c0, c1) is the boundary oper-
ator and

(0.9)

∑

0<`≤`′≤k

±mk−`′+`(x1 ⊗ · · · ⊗ x`−1

⊗ m`′−`+1(x` ⊗ · · · ⊗ x`′) ⊗ x`′+1 ⊗ · · · ⊗ xk) = 0.

We do not discuss the sign ± here. (See §11.) We can rewrite (0.9) as follows.
We define bar complex BC(c, c′) by :

BC(c, c′) =

∞⊕

k=1

⊕

c0=c,c1,··· ,ck−1,ck=c′

C(c0, c1) ⊗ · · · ⊗ C(ck−1, ck) → C(c0, ck).

mk then defines a homomorphism m̂k : BC(c, c′) → BC(c, c′) by

m̂k(x1 ⊗ · · · ⊗ xm) =
∑

i

±x1 ⊗ · · · ⊗ mk(xi, · · · , xi+k−1) ⊗ · · · ⊗ xm.

(0.9) then is equivalent to

(0.10)
∑

k1+k2=k+1

±m̂k1 ◦ m̂k2 = 0.

(See [FKOOO] Chapter 4.) We write mk in place of m̂k from now on.
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Remark 0.11. Usually existence of identity morphism (the unit) is assumed in
the definition of category. There is a similar notion in the case of A∞ category.
However, in the case of A∞ category, it is a bit complicated to prove the existence
of the unit, especially in the case of our main example LAG we introduce below.
(See [Fu4] §13 and [FKOOO] §20.) In the case of LAG, the construction of the unit
is related to the transversality of diagonal to itself and hence is rather an essential
point. This point was left open in [Fu4] §13. However the difficulty there is solved
in [FKOOO] §20. We will discuss it elsewhere.

The main construction of [Fu1] (together with various modifications required)
will give an A∞ category LAG = LAG(M,Ω) to each symplectic manifold (M,Ω)
(+ B-field) such that :

(0.12.1) The object is a pair (L,L) of unobstructed Lagrangian submanifold and
a flat line bundle on it.
(0.12.2) The homology of LAG((L1,L1), (L2,L2)) is canonically isomorphic to
the Floer homology HF ((L1,L1), (L2,L2)).
(0.12.3) m2 in Definition 0.9 induces the map (0.6) in the homolopgy.

The detail of the rigorous construction of A∞ category, LAG(M,Ω) is not written
up yet. (However [FKOOO] provides many of the necessary techiniques to do so.)

One of the main result of this paper gives a part of the construction of subcate-
gory LAG(T 2n,Ω). Namely the full subcategory whose object is a pair (L,L) where
L is an affine Lagragian submanifold. In this case, we have more. Namely the op-
eration mk in this case is defined in a constructive way. (In other words, we provide
an algorism to calculate it.) In the general situation, mk, by definition, is a gen-
erating function defined by the number counting appropriate pseudoholomorphic
disks. Hence computing mk directly from the definition is difficult.

Let us next consider the complex side. Let M∨ be a complex manifold. Let O
be the set of all chain homotopy equivalence classes of chain complexes of OM∨

module sheaves on M∨ with coherent homology sheaves. For each F ∈ O we fix a
represemtatove C(F) of it such that Ck(F) is locally projective and is flabby. We
define an A∞ category SH = SH(M∨) as follows.

(0.13.1) The set of objects of SH is O.

(0.13.2) If F1,F2 ∈ O, then SHk(F1,F2) =
⊕

` Hom(C`(F1), C
`+k(F2)).

(0.13.2) m2 is the usual composition of homomorphisms. m3 and higher are all
0.

Remark 0.14. The definition above is a bit adhoc. For example, from the defini-
tion, it is not so clear in which sense the construction is independent of the choices
of representatives C(F). Actually SH(M∨) is independent of representatives up
to homotopy equivalence. The definition of homotopy equivalence of A∞ category
was given in [Fu4].

To state the next conjecture, we need the notion of A∞ functor. We omit the
definition here. (See [Fu4] and §11 of present paper.)

Conjecture D. There exists an A∞ functor F : LAG(M,Ω) → SH((M,Ω)∨) such
that :

(0.15.1) The quasi isomorphism class of F(L,L) is E(L,L), where E(L,L) is as
in Conjecture A.
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(0.15.2) The homomorphism

F((L1,L1);(L2,L2)) : LAG((L1,L1); (L2,L2)) → SH(E(L1,L1); E(L2,L2)))

induces the canonical isomorphism in Conjecture B.

We remark that Conjecture D implies Conjecture C. Moreover it implies the
coincidense of (higher) massey (Yoneda) products.

Remark 0.16. It seems too much to expect the A∞ functor F to be a homo-
topy equivalence, since there seems to be more coherent sheaves than Lagrangian
submanifolds. So the image of F is expected to be homotopy equivalent to a full
subcategory of SH. ((0.15.2) implies that F is “injective” up to homotopy equiva-
lence.) Which “singular” Lagrangian submanifolds etc. are to be included in order
to make F to be a homotopy equivalence, is an interesting but is very hard question.

Now, let us describe the results of this paper. Let V be a 2n dimensional vector
space and ω be a homogeneous symplectic form on V . Let B be a homogeneous
closed 2 form on V . We put Ω = ω +

√
−1B. Let Γ ∼= Z2n be a lattice on V . We

study a torus T 2n = V/Γ together with a form induced by Ω. (We denote it by Ω
also.) We regard V = Cn and assume that Ω ∈ Λ1,1(V ).

In §1, we explain an idea to construct a complex manifold which is a moduli space
of Lagrangian submanifolds (plus flat line bundles on it) of a symplectic manifolds
(M,ω), together with B-field B. (Ω = ω +

√
−1B.) According to Conjecture

A, these complex manifolds are expected to be components of the moduli space of
coherent sheaves (more precisely objects of the derived category of coherent sheaves)
of the mirror (M,Ω)∨. A component of this moduli space which is to correspond
to the moduli space of the skyscraper sheaves is the mirror manifold (M,Ω)∨ itself.
This is an idea due to Strominger-Yau-Zaslow [SYZ]. There are various troubles to
make this construction rigorous in the general situation. In the case of a torus, we
can make it rigorous and define a mirror torus in this way.

In §2, we review Floer homology of Lagrangian submanifolds especially in the
case of affine Lagrangian submanifolds in a symplectic torus. To make the expo-
sition selfcontained, we avoid using pseudoholomorphic disks etc. to define Floer
homology in our case. Instead we just take the result of the calculation as a defi-
nition. We include a discussion of the degree of Floer homology in §2. (That is a
discussion of Maslov index.) (We also refer [Sei] for this poit.)

In §3,4 we discuss Conjecture A in the case of affine Lagrangian submanifolds in
symplectic tori. Our construction is motivated by a general idea which is expected
to work in the general situation. (Namely the idea, which is based on the discus-
sion with M.Kontsevich, to use family of Floer homologies to construct E(L,L) in
Conjecture A.) This idea will be explained in more detail in [Fu7]. Since there
are several troubles which prevent the author to realize this idea rigorously, so in
this paper we concentrate on the case of affine Lagrangian submanifolds of tori and
gives a rigorous construction in that case. Namely we construct a coherent sheaf
E(L,L) on (T 2n, Ω)∨ to each pair (L,L) of an affine Lagrangian submanifold L of
(T 2n, Ω) and a flat line bundle L on L.

In §5 we will present a family version of the construction in §3,4 and construct
a universal object on E → M× (T 2n, Ω)∨. Here M is a (finite) covering space of
a component of the moduli space of (L,L) introduced in §1, which is a complex
manifold (torus). Namely the restriction of E to {(L,L)} × (M,Ω)∨ is identified
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with E(L,L). The holomorphic structure on universal family E introduced in this
section is essential for the discussion of Chapters 2,3.

Chapter 2 is devoted to the study of mk in LAG(T 2n,Ω). In §6 we give a brief
summary of the definition of it in the general case.

The operator mk in the case of affine Lagrangian submanifold in the symplectic
torus will be a multi theta function. Multi theta function is a generating func-
tion of the counting problem of holomorphic polygons in Cn with affine boundary
conditions.

Let us now describe the problem more precisely. We take a compatible complex
structure on V and regard V = Cn. Let L̃i be a Lagrangian linear subspace of
V . Let vi ∈ V/L̃i. We put L̂i(vi) = L̃i + vi ⊂ V . L̂i(vi) is an affine Lagrangian

submanifold of Cn. We assume that L̂i(vi) is transversal to L̂j(vj). Let pi,j ∈
L̂i(vi) ∩ L̂j(vj). We concern with holomorphic maps ϕ : D2 → V together with
points zi ∈ ∂D2 with the following properties.

(0.17.1) zi ∈ ∂D2, (z1, · · · , zk+1) respects the cyclic order of ∂D2.
(0.17.2) ϕ(zi) = pi,i+1.

(0.17.3) ϕ(∂iD
2) ⊆ L̂i(vi), where ∂iD

2 is the part of ∂D2 between pi−1,i and
pi,i+1.

Figure 1

We consider the quotient space of set of all ϕ by the obvious PSL(2; R) = Aut(D2)

action and denote it by M(L̂1(v2), · · · , L̂k+1(vk+1)). The problem studied in §§7,8,9
is :

Problem 0.18. Count the order (with sign) of the set M(L̂1(v1), · · · , L̂k+1(vk+1))
in case its virtual dimension is 0.

The author would like to thank M. Gromov who introduced the problem counting
holomorphic polygons in V to the author.

The calculation of mk in the case of affine Lagrangian torus in (T 2n,Ω) will be
reduced to Problem 0.18 by taking the universal cover.

The number in Problem 0.18 is the simplest nontrivial case of open string ana-
logue of Gromov-Witten invariant. By the same reason as Gromov-Witten invari-
ant, there is a transversality problem to define this number rigorously.

In our case of open string version, the problem is more serious. Namely the
methods developed to define Gromov-Witten invariants rigorously (see for example
[BF],[FOn1],[FOn2],[LiT],[LuT],[Ru],[Sie]) are not enough to establish its “open
string analogue”. In fact, in the most naive sense, this number is ill-defined. Oh [Oh]
discovered this trouble in a related context of Floer homology theory of Lagrangian
intersection.

The basic reason of it is similar to the wall crossing problem discovered by
Donaldson [Do1] to define Donaldson invariant of 4-manifolds with b+

2 = 1. In our
case, this problem is related to the fact that Massey product is well-defined only
as an element of some quotient group. Donaldson introduced a chamber structure
to study the ill-definedness of Donaldson invariant. For our problem of counting
holomorphic polygons, we need also to study a chamber structure.

In our case, the wall (that is the boundary of the chamber) may also be ill-
defined. Namely the point where the number of holomorphic polygons jumps may
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also depend on the perturbation. (This problem is pointed out in [Fu5] §5.) So
only some kind of family version of the number in Problem 0.18 is well-defined, up
to some kind of homotopy. We are going to make precise what we mean by it.

See [FKOOO] Chapter 4 for the problem of wall-crossing of Floer homology in
the general situation. In this paper, we concentrate on the case of affine Lagrangian
submanifolds in symplectic tori and will obtain more explicite result on the chamber
structure, wall crossing etc. The result proved in this paper provides a good example
to see what happens in the general case.

In this paper, we do not try to attach the analytic side of the transversality
problem and do not try to define the number in Problem 0.18 rigorously. Instead,
we list up the properties which those numbers are supposed to satisfy as axioms
and prove that there exists such system of numbers and they are unique up to some
kind of homotopy equivalence.

It implies that if we can find some perturbation so that transversality is satisfied
and the numbers obtained by that perturbation satisfy the axiom listed below, then
it is homotopy equivalent to one given in this paper. (The proof of the existence of
such perturbation seems to be similar to [FKOOO] Chapter 6, but we do not try to
present it in this paper since we do not need it for the purpose of present paper.)

Let us now describe the axiom. We first review the virtual dimension of M(L̂1(v1),

· · · , L̂k+1(vk+1)). The virtual dimension is independent of vi and depends only on

L̃i. We denote it by −deg(L̃1, · · · , L̃k+1). It related to Kashiwara-Maslov index

η(L̃1, · · · , L̃k+1) [KS] by the formula

(0.19) deg(L̃1, · · · , L̃k+1) = η(L̃1, · · · , L̃k+1) + 2 − k,

and satisfies

(0.20) deg(L̃1, · · · , L̃k+1) = deg(L̃1, · · · , L̃i, L̃j , · · · , L̃k+1) + deg(L̃i, · · · , L̃j) + 1,

(§§6,7.) To give a good axioms, we need to include also the case when the virtual

dimension −deg(L̃1, · · · , L̃k+1) is not 0 but is negative. Off course, in such a

case, we cannot count the order of the set M(L̂1(v1), · · · , L̂k+1(vk+1)). Instead we
consider a family version and proceed as follows. We put

L̃(L̃1, · · · , L̃k+1) =
k+1∏

i=1

V/L̃i

We embed V to L̃(L̃1, · · · , L̃k+1) by v 7→ ([v], · · · , [v]) and put

L(L̃1, · · · , L̃k+1) =
L̃(L̃1, · · · , L̃k+1)

V
.

We define

M(L̃1, · · · , L̃k+1) =
⋃

[v1,··· ,vk+1]∈L(L̃1,··· ,L̃k+1)

M(L̂1(v1), · · · , L̂k+1(vk+1))

× {[v1, · · · , vk+1]}.

Let M(L̃1, · · · , L̃k+1) → L(L̃1, · · · , L̃k+1) be the natural projection.
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If the actual dimension of M(L̃1, · · · , L̃k+1) is equal to its virtual dimension, then

M(L̃1, · · · , L̃k+1) defines a codimension deg(L̃1, · · · , L̃k+1) chain on L(L̃1, · · · , L̃k+1).

We regard it as degree deg(L̃1, · · · , L̃k+1) (integral) current and denote it by Chol(L̃1,

· · · , L̃k+1). (More precisely we do not try to construct it rigorously as the funda-
mental chain of moduli space but only construct such current satisfying expected
properties describe below.)

We are going to list up the properties which Chol(L̃1, · · · , L̃k+1) is supposed to
satisfy. We need more notations for it.

For a 6= b, we can identify

L(L̃1, · · · , L̃k+1) '
∏

i6=a,b

Cn/L̃i,

(since L̃i are transverse each other.) Therefore, we have a canonical isomorphism

(0.21) L(L̃1, · · · , L̃k+1) ' L(L̃1, · · · , L̃a, L̃b, · · · , L̃k+1) × L(L̃a, · · · , L̃b).

Let us next consider ϕ : D2 → V satisfying (0.17.1), (0.17.2), (0.17.3). (However
we do not assume ϕ to be holomorphic here.) We put

(0.22) Q(v1, · · · , vk+1) =

∫

D2

ϕ∗Ω.

Using Stokes’ theorem, we can easily verify that (0.22) is independent of ϕ and
depends only on vi. Furthermore, since the right hand side is independent of the
translation : vi 7→ vi + v by v ∈ Cn, Q induces a map from L(L̃1, · · · , L̃k+1).
One can then prove that its real part <Q is a non degenerate quadratic form on
L(L̃1, · · · , L̃k+1) and

(0.23) Index<Q = η(L̃1, · · · , L̃k+1)

(See §7. Lemma 7.3.)

Now we are ready to describe axioms.

Axiom I. C(L̃1, · · · , L̃k+1) is an integral current on L(L̃1, · · · , L̃k+1) with the
following properties.

(I.1) Degree of C(L̃1, · · · , L̃k+1) is deg(L̃1, · · · , L̃k+1).

(I.2) The current C(L̃1, · · · , L̃k+1) is invariant of the R+ action, r·[v1, · · · , vk+1] =
[rv1, · · · , rvk+1].

(I.3) Let ‖‖ be a norm induced by an inner product on L(L̃1, · · · , L̃k+1). Then

there exists δ > 0 such that for each [v1, · · · , vk+1] ∈ L(L̃1, · · · , L̃k+1) contained in

the support of C(L̃1, · · · , L̃k+1) we have

<Q([v1, · · · , vk+1]) > δ‖[v1, · · · , vk+1]‖2.

In particular the quadratic form <Q is positive definite on the support of C(L̃1, · · · ,

L̃k+1).
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Axiom II. We have

dC(L̃1, · · · , L̃k+1) =
∑

1≤`<m≤k+1

±C(L̃`, · · · , L̃m) × C(L̃1, · · · , L̃`, L̃m, · · · , L̃k+1).

Here we use (0.21) to see that the left hand side is defined in the same space as the
right hand side. We use (0.20) to see that the degree of the right hand side coincides
with the degree of left hand side. The sign ± is specified later in §7 (Definition
7.26).

The third axiom concerns with the case when k +1 = 3, C(L̃1, L̃2, L̃3). Axiom II

implies that dC(L̃1, L̃2, L̃3) = 0. Axiom I then implies that C(L̃1, L̃2, L̃3) determines
a cohomology class

[C(L̃1, L̃2, L̃3) ∩ S(L̃1, L̃2, L̃3)] ∈ Hdeg(L̃1,L̃2,L̃3)(S(L̃1, L̃2, L̃3); Z)

where

S(L̃1, L̃2, L̃3) = {[v1, · · · , vk+1]|Q([v1, · · · , vk+1]) > 0, ‖[v1, · · · , vk+1]‖ = 1}.

Axiom III. [C(L̃1, L̃2, L̃3)∩S(L̃1, L̃2, L̃3)] is a generator of Hdeg(L̃1,L̃2,L̃3)(S(L̃1, L̃2,

L̃3); Z) ∼= Z.

We can show the isomorphism Hdeg(L̃1,L̃2,L̃3)(S(L̃1, L̃2, L̃3); Z) ∼= Z by using
(0.23). (Corollary 6.14.) Now the main result of Chapter 2 is the following :

Theorem α. There exists a system of currents C(L̃1, · · · , L̃k+1) satisfying Axioms
I,II,III.

We can also prove that such C(L̃1, · · · , L̃k+1) is unique up to homotopy.

Theorem β. Let C(L̃1, · · · , L̃k+1) and C′(L̃1, · · · , L̃k+1) be system of currents sat-
isfying Axiom I,II. We also assume

[C(L̃1, L̃2, L̃3) ∩ S(L̃1, L̃2, L̃3)] = [C′(L̃1, L̃2, L̃3) ∩ S(L̃1, L̃2, L̃3)].

Then C(L̃1, · · · , L̃k+1) is homotopy equivalent to C′(L̃1, · · · , L̃k+1).

We will define homotopy equivalence in §8. Axiom III determines the homology
class [C(L̃1, L̃2, L̃3) ∩ S(L̃1, L̃2, L̃3)] up to sign. We explain the way to fix the sign
(the orientation) in §7.

Using the current C(L̃1, · · · , L̃k+1), obtained in Theorem α, we define multi
theta current. We give its definition in §10. Here we discuss the case when
deg(L̃1, · · · , L̃k+1) = 0. In this case, C(L̃1, · · · , L̃k+1) is a degree zero (integral)
current. In other words, we may regard it as an integer valued function, which we
write ck : L(1, · · · , k + 1) → Z. Now we define a multi theta series by

(0.24)

∑
ck[v1 + γ1, · · · , vk+1 + γk+1] exp (−2πQ(v1 + γ1, · · · , vk+1 + γk+1)

+2π
√
−1

∑
αi(pi,i+1 − pi−1,i)

)
.
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Here vi parametrize the affine Lagrangian submanifold in V parallel to L̃i. The
sum is taken over (γ1, · · · , γk+1) which is in certain lattice in Rn(k−2). αi is an

element of the dual space L̃∗
i , which may be identified to a flat connection on L̃i.

pi,j is the point where two affine Lagrangian submanifolds (i-th and j-th) intersect.
(See §10 for precise definition.)

We will prove that (0.24) converges in §10. (0.24) gives a usual theta function
in the case k = 2. (In case n = 1, this fact was observed by Kontsevich in [K2].)
In case k = 3, (0.23) is an indefinite theta series which looks similar to those used
by Götche-Zagier [GZ] to study Donaldson’s invariant of 4-manifolds with b+

2 = 1.
In case k ≥ 4, it seems that (0.23) is a new family of theta series.

Using these multi theta functions as matrix elements, we obtain maps

(0.25)
mk : HF ((L1, α1), (L2, α2)) ⊗ · · · ⊗ HF ((Lk, αk), (Lk+1, αk+1))

→ HF ((L1, α1), (Lk+1, αk+1)),

of degree 2−k. If we move Li, αi then mk move. Thus, we may regard v1, · · · , vk+1,
α1, · · · , αk+1 as variables of mk also. (See §10 for precise formulation.)

We remark that ck[v1, · · · , vk+1] is an integer valued function and jumps at the

support of the current dC(L̃1, · · · , L̃k+1).

We call the support of dC(L̃1, · · · , L̃k+1) the wall.
The value of the series (0.25) is not defined at the point [v1, · · · , vk+1] such that

[v1+γ1, · · · , vk+1+γk+1] lies on the wall for some (γ1, · · · , γk+1). The set of all such
bad [v1, · · · , vk+1] is dense but has measure zero. Thus mk is well-defined only when
L1, · · · , Lk+1 is generic. Moreover the wall does depend on the particular choice of

C(L̃1, · · · , L̃k+1) and hence is not invariant. We can prove that it is invariant “up
to homotopy” by Theorem β. (Theorem 11.12).

We can use the current C(L̃1, · · · , L̃k+1) in the case when deg(L̃1, · · · , L̃k+1) > 0

in a similar way to (0.24) and obtain a current version m
(d)
k of mk. We consider its

(0, d) part m
(0,d)
k . It is a current of (0, d) type with respect to v1, · · · , vk+1, α1, · · · ,

αk+1 and is a linear map in the same sense as (0.25). (See §10 for precise formula-
tion.)

The following result is a consequence of the axioms (especially Axiom II) and is
a generalization of A∞ formulae.

Theorem γ.

(0.26) ∂̄m
(0,d)
k +

∑

d1+d2=d+1
k1+k2=k+1

±m
(0,d1)
k1

◦ m
(0,d2)
k2

= 0

Here ∂̄ is the Dolbaut operator. We use the complex structure introduced in §5
to define ∂̄. The sign is discussed in §11. The proof of Theorem γ is in §11.

In case when ` = −1, the first term of (0.26) is zero. Hence we have

∑

k1+k2=k+1

± m
(0,0)
k1

◦ m
(0,0)
k2

= 0.

This is the A∞ formula (0.10) in Definition 0.8.
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(0.26) is a version of Maurer-Cartan equation (or Batalin-Vilkovisky master
equation). They appear in many literatures recently, in related context. (See
[ASKZ],[BK],[K3],[Ma],[Sch],[St2] etc.) The L∞ version appears mainly in those
literatures. (0.26) is an A∞ version. (Here L stands for Lie and A for associative.)

In §11, we also show that if we change the choice of C(L̃1, · · · , L̃k+1) then The-
orem β will imply that the resulting A∞ structures are homotopy equivalent. In
particular, all the (higher) massey products coincide.

Using the result we thus described, we are going to prove partially Conjectures
A,B,C,D in our case, in Chapter 3.

Let E(L,L) be a coherent sheaf of on (T 2n,Ω)∨ associated to the pair (L,L) of
an affine Lagrangian submanifold L of (T 2n,Ω) and a flat line bundle L on L. In
this case, we have the following result which partially prove Conjectuer B.

Theorem δ.

(0.27) Extk(E(L1,L1), E(L2,L2)) ∼= HF k((L1,L1), (L2,L2)).

We remark that we do not assume that L1 is transversal to L2 here. (We assume
that they are affine Lagrangian submanifolds in the torus.) Theorem δ is proved
in §§12,13,15. However the proof there is unsatisfactory. Namely we only prove
there that the ranks of the vector spaces in (0.27) coincide to each other and does
not provide any canonical isomorphism. (Hence Theorem δ is not enough to prove
Conjecture B.)

In §14 we provide a canonical isomorphism (0.27) using operators m
(0,d)
k con-

structed in Chapter 2. However in §14 we study only the case when L1 is transversal
to L2, (since we assumed transversality in Chapter 2.) It seems that by modifying
the argument of Chapter 2 and §15 we may construct canonical isomorphism in the
general case also. We leave it for future research.

The proof of Theorem δ in §§12,13,15 proceeds roughly as follows.
In §12 we prove Theorem δ in the case when E(L1,L1) is the structure sheaf and

E(L2,L2) is a line bundle. In that case, the group

Extk(E(L1,L1), E(L2,L2)) = Hk((T 2n,Ω)∨; E(L2,L2))

can be calculated if we know the first Chern class of E(L2,L2). We will calculate
the Chern class of E(L2,L2) by looking the explicite description of it.

In §13, we study the case when E(Li,Li) are vector bundles. We use isogeny
trick to reduce this case to the case proved in §12. The argument here is somewhat
similar to one by Polishchuk-Zaslow [PZ]. In §15, we complete the proof of Theorem
δ. The argument of §15 is rather technical and is mainly a careful check that Maslov
index in symplectic side coincides with the degree where extension is nonzero in
complex side.

§14 is the heart of Chapter 3. There we construct the isomorphism in Theorem
δ in a canonical way. Moreover we will prove Conjecture C in this case. Namely
we prove :

Theorem ε. We assume that L1,L2,L3 are mutually transversal. We assume that
E(Li,Li) are vector bundles. Then we have a canonical isomorhpism (0.27) such
that the Diagram 1 commutes.

In fact, we can prove more. Namely we can prove the coincidence of various
secondary operations. This should follow from Conjecture D. Since we exclude
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the case when L1 is not transversal to L2 (especially the case L1 = L2), we do not
prove Conjecture D for affine Lagrangian submanifolds. However as far as mutually
transversal affine Lagrangian submannifolds concern, we can prove everything which
would follow from Conjecture D. To be specific, we will prove the coincidence of
Massey product (Theorem 14.12.).

Up to Chapter 3, we consider only affine Lagrangian submanifold. Chapter 4 is
devoted to some preliminary study of the case of Lagrangian submanifold which is
not affine. A method to construct non affine Lagrangian submanifold in symplectic
torus is by Lagrangian surgery. In [FKOOO] Chapter 7, we discuss some exam-
ples to show how the Floer homology behave by Lagrangian surgery. In Chapter
4, we present a construction in complex geometry side which are conjectured to
correspond to Lagrangian surgery in the symplectic geometry side.

Let Li be mutually transversal Lagrangian submanifolds. We assume that E(Li,Li)
are vector bundles. Let xi,j ∈ HF ((Li,Li), (Lj ,Lj)). (To be precise, we need to
specify the integers determing degree shift. See §16.) We consider equations of the
form :

(0.28)
∑

k

∑

i0=i,i1,··· ,ik−1,ik=j

±mk

(
xi0,i1 , · · · , xik−1,ik

)
= 0

for each i, j. (See §16 for precise notation and sign.) We prove :

Theorem φ. There exists a family of the objects of derived category of coherent
sheaves on (T 2n, Ω)∨ parametrized by the solution of (0.28).

We call the system L = (· · · , (Li,Li), · · · ; · · · , xi,j , · · · ) satisfying (0.28) a La-
grangian resolution. We denote by E(L) the object of derived category constructed
in Theorem φ from the Lagrangian resolution L.

Note that (0.28) is a polynomial of xij and its coefficients are special values of
multi theta functions. Roughly speaking, the object in Theorem φ is the coho-

mology sheaf of the modified Dolbeault operator ∂̄∧ = ∂̄ +
∑

±m
(0,d)
k (•, x · · ·x).

Theorem φ seems to be related to the monad or quiver description of the moduli
space of stable sheaves. (See Examples 16.32,16.33,16.35.)

As we will explain in [Fu7], a Lagrangian resolution L gives an A∞ functor
FL : LAG → CH, where CH is the category of all chain complexes. (See [Fu4]
§10 for the definition of A∞ functor and CH.) As we mentioned before it seeems
that there are more coherent sheaves than Lagrangian submanifolds. So, to obtain
an A∞ category homotopy equivalent to SH, we need to increase the number of
objects in LAG. A∞ functor LAG → CH can be throught as a generalization of
the objects of LAG, (since an object of LAG gives a (representable) A∞ functor
LAG → CH).

The next result describes the extension between objects obtained in Theorem

φ. Let L(k) = (· · · , (L
(k)
i ,L(k)

i ), · · · ; · · · , x
(k)
i,j , · · · ), (k = 1, 2) be Lagrangian resolu-

tions. We assume that L
(1)
i is transversal to L

(2)
j .

We put

C(L(1), L(2)) ∼=
⊕

i,j

HF ((L
(1)
i ,L(1)

i ), (L
(2)
j ,L(2)

j )).

For i′ ≤ i, j ≤ j ′, we define

∂i′,i;j,j′ : HF ((L
(1)
i ,L(1)

i ), (L
(2)
j ,L(2)

j )) → HF ((L
(1)
i′ ,L(1)

i′ ), (L
(2)
j′ ,L(2)

j′ ))
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by

(0.29)

∂i′,i;j,j′(si,j) =
∑

k,`

∑

i1=i′,··· ,ik=i

∑

j1=j,··· ,j`=j′

±mk+`+1

(
x

(1)
i1,i2

, · · · , x
(1)
ik−1,ik

, si,j , x
(2)
j1,j2

, · · · , x
(2)
j`−1,j`

)
.

(See §16 for the sign convention.) We put

∂∨ =
∑

∂i′,i;j,j′ .

We will prove ∂∨∂∨ = 0 in §16. (Lemma 16.13.)

Theorem γ. The group Ext(E(L(1)), E(L(2))) is isomorphic to Ker ∂∨/ Im ∂∨.

Note that the set C(FL(1) ,FL(2)) of all pre A∞ transformations from FL(1) to
F(L(2)) is a chain complex. ([Fu4] §10.) We can prove that the cohomology of
C(FL(1) ,FL(2)) is identified to the cohomology of ∂∨. Thus, Theorem γ can be
regarded as a proof of Conjecture B in this case. We do not discuss A∞ category
systematically in this paper. So the result of §16 should be regarded as a preliminary
one.

We also explain in Chapter 4 of present paper and Chapter 7 of [FKO3], that a
mirror of the system satisfying (0.28), is expected to be a smooth Lagrangian sub-
manifold obtained from affine Lagrangian submanifolds Li by Lagrangian surgery
(see (16.40) for some evidence). In this way, we can include non affine Lagrangian
submanifold in the story also. Namely, in various cases, a mirror of a sheaves which
is not semi-homogeneous, is a Lagrangian submanifold which is not affine. In the
case Lagrangian submanifold L(L(i)) obtained from Lagrangian resolution L(i) by
surgery, the cohomology of ∂∨ is expected to coincide with the Floer homology
HF (L(L(1)),L(L(2))). Thus Theorem γ may provide a way to calculate Floer ho-
mology between Lagrangian submanifolds in tori systematically, when the program
mentioned here will be sucessfully completed.

One of the main ideas of this paper, that is to use family of Floer homol-
ogy to construct mirror sheaf, is based on a discussion between the author and
M.Kontsevich during the author’s stay I.H.E.S in August 1997. The author thanks
I.H.E.S. for hospitality during his stay there.
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Chapter 1. Construction of Mirror torus and of Mirror bundles.

§1. Moduli space of Lagrangian submanifolds.

In this section, we construct a mirror torus of a given (flat) symplectic torus
(T 2n, Ω) such as T 2n = Cn/(Z ⊕

√
−1Z)n, Ω ∈ Λ1,1(T 2n). (Note that the complex

structure of the torus T 2n is not important here. We use it only to set the condition
Ω ∈ Λ1,1(T 2n).) We first give an idea which the author expects to work in more
general situations. (See [Fu6],[Fu7] for more detail on general case.) We then will
make it rigorous in the case of a torus.

Let (M,Ω) be a symplectic manifold (M,ω) together with a closed 2 form B
on M . Here we put Ω = ω +

√
−1B. (Note −B +

√
−1ω is used in many of the

literatures.)

Definition 1.1. LAG∼+(M,Ω) is the set of all pairs (L,L) with the following
properties :

(1.2.1) L is a Lagrangian submanifold of (M, ω).
(1.2.2) L → L is a line bundle together with a connection ∇L such that F∇L =
2π

√
−1B|L.

We put the C∞ topology on LAG∼+(M,Ω). This space is of infinite dimension.
We will divide it by the group of Hamiltonian diffeomorphisms. The quotient space
is a finite dimensional “manifold”. To be precise, we proceed as follows.

Let f : M × [0, 1] → R be a smooth function and we put ft(x) = f(x, t). Let
Xf,t be the Hamiltonian vector field associated to ft. It induces a one parameter
family of symplectic diffeomorphisms ϕ : M × [0, 1] → M by:

(1.3) ϕ(x, 0) = x,
∂

∂t
ϕ(x, t) = Xf,t(ϕ(x, t)).

We put ϕt(x) = ϕ(x, t). The diffeomorphism ϕ1(x) is called a Hamiltonian diffeo-
morphism.

Definition 1.4. Let (L,L), (L′,L′) ∈ LAG∼+(M, Ω). We say that (L,L) is Hamil-
tonian equivalent to (L′,L′) if the following holds. There exists f : M × [0, 1] → R
such that the map ϕ : M × [0, 1] → M solving (1.3) satisfies ϕ1(L) = L′. Also there
exists a connection ∇ on L × [0, 1] with the following properties.

(1.5.1) F∇ = 2π
√
−1ϕ∗B|,

(1.5.2) ∇|L×{0} = ∇L.

(1.5.3) There exists an isomorphism (L,∇|L×{1}) ∼= (L′,∇L′
) coverging ϕ1.

It is easy to see that Hamiltonian equivalence defines an equivalence relation on
LAG∼+(M,Ω). Let LAG+(M,Ω) denote the quotient space with quotient topology.
LAG+(M,Ω) is the moduli space of Lagrangian submanifold we use in this paper.

In [SYZ], Strominger-Yau-Zaslow proposed closely related but a bit different
moduli space. Namely they proposed the moduli space LAGsp which consists of

the pairs (L,L) ∈ LAG∼+(M,Ω) of special Lagrangian submanifolds L and flat
line bundles L on it. It seems that, by taking a special Lagrangian submanifold, we
take a representative of Hamiltonian equivalence. However we need to study some
open questions to clarify the relation between these two moduli spaces. Especially
we need to prove the following :
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Conjecture 1.6. The induced map LAGsp → LAG+(M,Ω) is injective.

It seems unlikely that the map LAGsp → LAG+(M, Ω) is surjective. So to
determine the image of it is another important question.

A complex structure on LAGsp is defined in [SYZ]. In a similar way, our moduli

space LAG+(M,Ω) has a “complex structure” as we will soon define. (In our
case, we do not need to assume that M is a Calabi-Yau manifold and can start
with a general symplectic manifold.) However, in fact, we do not know whether
LAG+(M,Ω) is a manifold or not, since we do not know whether it is Hausdorff or
not. So we consider Hausdoff part (or stable part) of it only.

Let (L,L) ∈ LAG∼+(M,Ω). By Darbout-Weinstein theorem, a neighborhood U
of L in M is symplectically diffeomorphic to a neighborhood of the zero section of
the cotangent bundle T ∗L. We denote it by ψ : U → T ∗L. Let ω′ be the standard
symplectic form on T ∗L and B′ be a closed 2 form on T ∗L which coincides with
ψ −1∗B in a neighborhood of zero section.

Condition 1.7. ψ induces a homeomorphism from a closed neighborhood U of
[L,L] ∈ LAG+(M,Ω) to a closed neighborhoods of [L,L] ∈ LAG+(T ∗L, ω′ +√
−1B′).

We can show easily that if [L,L] ∈ LAG+(M,Ω) satisfies Condition 1.7, [L′,L′] ∈
LAG+(M,Ω), and if [L,L] 6= [L′,L′], then they have disjoint neighborhoods. (Note
that we assume U in Condition 1.7 to be closed.)

Condition 1.7 also implies the following : For each ε > 0, there exists Uε a
neighborhood of (L,L) in LAG∼+(M,Ω), such that if (L1,L1), (L2,L2) ∈ Uε are
Hamiltonian equivalent to each other, then the function f in Definition 1.4 can be
chosen so that its C1 norm is smaller than ε.

The reader who is familiar with symplectic geometry may find that Condition
1.7 is closely related to the flux conjecture. (See [LMP].)

We let LAG(M, Ω) be the subset of LAG+(M,Ω) consisting the equivalece class
of the pairs [L,L] satisfying Condition 1.7.

Proposition 1.8. Let K ⊂ LAG+(M,Ω). We assume that Condition 1.7 is satis-
fied for each [L,L] ∈ K. Then a neighborhood of K in LAG+(M,Ω) has a structure
of complex manifold.

Proof. Let [L,L] ∈ K. We are going to construct a chart on its neighborhood. Let
`1, · · · , `b be loops representing a basis of H1(L; Z) and [L′,L′] be in a neighborhood
of [L,L]. By Condition 1.7, we may assume that L′ is C1 close to L. Hence we may
assume that it is a graph of a closed one form u on L. We define φi : S1 × [0, 1] →
T ∗L by φi(s, t) = su(`i(t)). We put

(1.9) hi(L
′,L′) = hφi(·,1)(L

′) exp

(
−2π

∫
φ∗

i Ω

)
.

Here hφi(·,1)(L′) is the holonomy ∈ U(1) ⊆ C of the flat connection L′ along the
loop φi(·, 1).

Lemma 1.10. hi defines a map from a neighborhood of [L,L] in LAG+(M,Ω) to
C.

Proof. Suppose [L′,L′] = [L′′,L′′]. We need to prove hi(L
′,L′) = hi(L

′′,L′′).
To save notation, we assume (L,L) = (L′′,L′′). We may assume also that L′ =
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Lu = graph of u. Using Condition 1.7, we can prove that u is exact and that the
function f in Definition 1.4 can be chosen to be independent of t. Moreover u = df .
Therefore exp(−

∫
φ∗

i ω) = 1. We put ∇L = d/ds + αds, ∇L′
= d/ds + βds where

s ∈ [0, 2π] is the coordinate of S1 and α, β are u(1) =
√
−1R valued functions on

S1. Then (1.5.2) and (1.5.3) imply

∫ 2π

0

βds −
∫ 2π

0

αds =

∫ 2π

0

ds

∫ 1

0

dt F∇.

Therefore we have

hφi(·,1) (L′) exp

(
−2π

√
−1

∫
φ∗

i B

)
= hφi(·,0) (L) .

Lemma 1.10 follows. ¤

By Lemma 1.10, h = (h1, · · · , hb) is a map from a neighborhood of [L,L] in
LAG+(M,Ω) to Cb. Then again Condition 1.7 implies that h is injective there.
We take h as a coordinate around [L,L]. It is straightforward to verify that the
coordinate change is biholomorphic. We thus proved Proposition 1.8. ¤

We now restrict ourselves to the case of affine Lagrangian submanifold of sym-
plectic torus (T 2n,Ω) (equipped with B field). We put V = T̃ 2n, the universal
cover of T 2n. V is a 2n-dimensional real vector space. We put Γ = π1(T

2n) ∼= Z2n.
In this paper, we study the case when the mirror of (T 2n,Ω) exists as a usual man-
ifold. According to the discussion of [Fu5], it means that we assume the following
Assumption 1.11. (Otherwise the mirror is a kind of noncommutative torus.)

Assumption 1.11. There exist n-dimensional linear subspaces L̃pt, L̃st of V such

that Ω|L̃pt
= Ω|L̃st

= 0 and that (L̃pt ∩ Γ) ⊕ (L̃st ∩ Γ) = Γ.

As we remarked in [Fu5], Assumption 1.11 is satisfied if T 2n = Cn/(Z+
√
−1Zn),

and if Ω is of 1-1 type. Namely we may take L̃pt = Rn, L̃st =
√
−1Rn. We may

restrict ourselves to this case without loosing generality.
Let L̃ be an n-dimensional linear subspace of V such that Ω|L̃ = 0 and Ω|L̃∩Γ ∼=

Zn. We put L(0) = L̃/(Ω|L̃ ∩ Γ) ∼= Tn ⊂ T 2n, and

M(L̃) = {[L,L] |L is a flat Lagrangian submanifold of T 2n parallel to L(0)}.

Lemma 1.12. Elements of M(L̃) satisfy Condition 1.7. M(L̃) is a connected
component of LAG+(M, Ω).

Proof. We can prove easily that two flat Lagrangian submanifolds of T 2n parallel
to L(0) are Hamiltonian equivalent to each other if and only if they coincide.

By the proof of Proposition 1.8, we find that a neighborhood of M(L̃) in

LAG+(M,Ω) is an n dimensional complex manifold. On the other hand, M(L̃)

is a compact n dimensional complex manifold. Hence M(L̃) is an open subset of

LAG+(M,Ω). We are going to show that M(L̃) is closed.

Let [Li,Li] ∈ M(L̃). We assume that (Li,Li) converges to (L′,L′) ∈ LAG∼+(M,Ω)
in C∞ topology. Then there is a sequence of closed 1-forms ui on L′ such that Li

is a graph of ui. We consider [ui] ∈ H1(L′; R). Let (L′
i,L′

i) be an affine Lagrangian
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submanifold of T 2n parallel to L̂(0) such that [Li,Li] = [L′
i,L′

i]. We take one form
u′

i on L′
i such that −[u′

i] = [ui] in H1(L′; R) ' H1(L′
i; R). We may choose u′

i so that
the graph of u′

i is again an affine Lagrangian submanifold. Let L′′
i be the graph of

u′
i. Proposition 1.16 below implies that L′′

i is Hamiltonian equivalent to L′. Hence

[L′,L′] ∈ M(L̃). ¤
We will prove Proposition 1.16 in a bit more general situation than torus. We

need some notations. Let M be a symplectic manifold and Lt be a smooth family
of Lagrangian submanifolds. We put L = L0. Let ϕt : L → Lt be a smooth family
of diffeomorphisms. If s− t is small then Ls is contained in a small neighborhood of
Lt. Hence we may regards Ls ⊂ T ∗(Lt). Then, for small s− t, Ls may be identified
to a graph of close one form vs,t on Lt. Let [vs,t] ∈ H1(Lt; R) be its De-Rham
cohomology class. We put

(1.13) ut = ϕ∗
t

d[vs,t]

ds

∣∣∣∣
s=t

∈ H1(L; R).

We define the flux of our family of Lagrangian submanifold Lt by

(1.14) Flux(Lt) =

∫
utdt ∈ H1(L; R).

It is easy to see that Flux(Lt) is an analogue of flux homomorphism (Calabi invari-
ant) of symplectic isotopy. (See [MS2] 10.3.) We remark that Flux(Lt) is invariant
of Hamiltonian isotopy. Namely if ψ t is a family of Hamiltonian diffeomorphisms
with ψ 0 = identity, then Flux(Lt) = Flux(ψ t(Lt)).

The following lemma is easy to show.

Lemma 1.15. If ut ≡ 0, then there exists an exact symplectic diffeomorphism ψ
such that ψ (L) = L1.

Now we prove the following :

Proposition 1.16. Let Lt, L′
t be families of Lagrangian submanifolds with L0 =

L′
0 = L. We assume Flux(Lt) = Flux(L′

t) and that H1(M ; Q) → H1(L; Q) is
surjective. Then there exists a Hamiltonian diffeomorphism ψ such that ψ (L1) =
L′

1.

Proof. We define ut, u′
t by (1.13). Let αt and α′

t be closed one forms on M whose
restrictions to L represents De-Rham cohomology class of ut and u′

t respectively.
We may assume [α1] = [α′

1]. Let Xt,X
′
t be vector fields on M such that iXtω = αt,

iX′
t
ω = α′

t. Let φt, φ′
t be family of selfdiffeomorphisms of M such that dφt/dt = Xt,

dφ′
t/dt = X ′

t and φ0 = φ′
0 = id. The maps φt, φ′

t are symplectic diffeomorphisms
and the flux of φt, φ′

t are [αt] and [α′
t] respectively. Since [α1] = [α′

1], [MS2]
Theorem 10.12 implies that φ−1

1 ◦ φ′
1 is a Hamiltonian diffeomorphism.

We consider the family φ−1
t (Lt) of Lagrangian submanifolds. We can apply

Lemma 1.15 to this family and find a Hamiltonian diffeomorphism φ such that
φ(L) = φ−1

1 (L1). Similary we obtain φ′ such that φ′(L) = φ′−1
1 (L′

1).
We put

ψ = φ′
1 ◦ φ′ ◦ φ−1 ◦ φ−1

1 .

Since the group of exact symplectic diffeomorphisms is normal in the group of all
symplectic diffeomorphisms, ψ is an exact symplectic diffeomorphism. It satisfies
the required properties. ¤
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Problem 1.17. Remove the condition that H1(M ; Q) → H1(L; Q) is surjective.
Under which condition, we can still prove the conclusion of Proposiiton 1.16 ?

There is an exampe, due to Chekanov [Ch], which shows that the conclusion of
Proposition 1.17 does not hold for arbitrary L. (The author would like to thank
Prof. Y.Eliashberg who pointed it out to him.)

We now go back to the case of symplectic torus and describe explicitely the com-
plex structure on M(L̃) we defined by Proposition 1.8. We put V ∗ = HomR(V, R).
Let x ∈ V . We define Ix : V ⊕ V ∗ → C by

(1.18) Ix(v, σ) = Ω(x, v) +
√
−1σ(x).

It is easy to see that there exists a unique complex structure on V ⊕ V ∗ such that
Ix is complex linear for each x ∈ V .

Let L̃ be a Lagrangian linear subspace of (V,Ω). Then there exists a natural

R-linear surjection : V ⊕ V ∗ → V/L̃⊕ L̃∗, where L̃∗ = HomR(L̃, R). It is also easy

to see that there exist a unique complex structure on V/L̃⊕ L̃∗ such that the map

: V ⊕ V ∗ → V/L̃ ⊕ L̃∗ is complex linear.

Let (v, σ) ∈ V/L̃ ⊕ L̃∗. We obtain an affine subspace L̂(v) = L̃ + v and its
quotient L(v) ⊂ T 2n. On the other hand, σ is regarded as a flat connection ∇σ of
the trivial bundle on L(v), by the isomorphism R ' u(1), σ 7→ 2π

√
−1σ. Let L(σ)

denote the pair of the trivial line bundle and the connection ∇σ. Hence (L(v),L(σ))
is an element of LAG∼+(T 2n,Ω). We put

(1.19)
(
Γ ∩ L̃pt

)∨
=

{
µ ∈ L̃∗

pt

∣∣∣ ∀γ ∈ Γ ∩ L̃pt, µ(γ) ∈ Z
}

It is easy to see that (L(v1),L(σ1)) is Hamiltonian equivalent to (L(v2),L(σ2)) if

and only if v1 − v2 ∈ Γ/(Γ ∩ L̃pt) and σ1 − σ2 ∈ (Γ ∩ L̃pt)
∨. We define :

Definition 1.20.

M(L̃) =
V /L̃ ⊕ L̃∗

(Γ/Γ ∩ L̃) ⊕ (Γ ∩ L̃)∨.

It is easy to see that the complex structure in Definition 1.4 coincides with one
in Definition 1.20 in this case. Now we use Strominger-Yau-Zaslow’s idea to define
:

Definition 1.21. A mirror (T 2n,Ω)∨ of (T 2n,Ω) is M(L̃pt).

We remark that M(L̃pt) may depend on the choice of L̃pt. Hence there are many
different mirrors of (T 2n,Ω). Note that Lst does not play a role in Definition 1.20.
Lst is not used untill §3.

We also remark that the moduli space M(L̃) also coincides with a component
of LAGsp since flat Lagrangian submanifold is a special Lagrangian submanifold.
It is also easy to see that special Lagrangian submanifold which is Hamiltonian
equivalent to affine Lagrangian submanifold is affine.
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§2. Floere homology of affine Lagrangian
submanifolds in symplectic torus.

We first review briefly Floer homology of Lagrangian submanifolds. See [Fl],[Oh1],
[FKOOO],[Fu6],[Fu7] for more detail. In this paper, we study affine Lagrangian
submanifold in symplex torus. For this purpose, it is enough to consider the case
studied by Floer [Fl] himself. Namely we consier a Lagrangian submanifold Li of
(M,ω) such that :

(2.1) π2(M,Li) = 1.

Under Condition (2.1), Floer [Fl] defined a graded Z2 module, the Floer homol-
ogy HF (L1, L2) of the pair (L1, L2). Floer used a Z2 coefficient to go around the
problem of orientation of the moduli space of pseudoholomorphic disks. We can
define a Floer homology over integer coefficient under additional assumption :

(2.2) Li is spin.

Namely in case (2.1),(2.2), HF (L1, L2) is a graded Z module. (See [FKO3] Chapter
6.)

The calculation of Floer homology in general is very hard. One method we can
use to do so is Bott-Morse theory ([Fu3],[Pz],[PSS],[RT],[FKOOO]) and a spectral
sequence.

Definition 2.3. We say that a pair (L1, L2) cleanly intersects to each other in M ,
if L1 ∩ L2 is a smooth submanifold and if (NL1M )p ∩ (NL2M )p = Tp(L1 ∩ L2) for
p ∈ L1 ∩ L2. Here NLiM is a normal bundle.

We put L1 ∩ L2 = ∪Ri where Ri is connected. The following result is proved in
[Pz],[FKOOO].

Theorem 2.4. Let (L1, L2) be a pair of Lagrangian submanifolds of M satisfying
(2.1), (2.2). We assume that they cleanly intersect to each other in M . Then, for
each connected component Ri of L1 ∩ L2, we can define a Maslov index η(Ri) ∈ Z
and a local system π1(Ri) → {±1} with Ker ρ ⊆ Ker(π1(Ri) → π1(M)). There
exists a spectral sequence E∗

∗ with the following properties.

(2.4.1) Ek
2
∼= ⊕iH

k−η(Ri)(Ri; Zρ).
(2.4.2) E∗

∞
∼= HF (L1, L2).

(2.4.3) If H∗(L1 ∩ L2; Z) → H∗(M ; Z) is injective, then the spectral sequence
degenerates at E2 stage and ρ is trivial.

In fact, in [FKOOO] Chapters 2,5, Theorem 2.4 is proved under a milder as-
sumption.

Now we consider the case of affine Lagrangian submanifolds. Let L̃1, L̃2 be
Lagrangian linear subspaces of V = T̃ 2n, such that L̃i∩Γ ' Zn, where Γ = π1(T

2n).

Let vi ∈ V/L̃1. We obtain affine Lagrangian submanifolds Li(vi) = (L̃i + vi)/(Γ ∩
L̃i) ⊂ T 2n. In this section (but not in later sections) we write Li = Li(vi) for
simplicity. They cleanly intersect each other. Moreover L1 ∩ L2 is again an affine
subtorus. Hence H(L1∩L2; Z) → H(M ; Z) is injective, in case L1∩L2 is connected.

Therefore if L1 ∩ L2 is connected Theorem 2.4 implies

(2.5) HF k(L1, L2) ' Hk−η(L1,L2)(L1 ∩ L2; Z).
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Here η(L1, L2) is the Maslov index which we will define later in this section.
In fact, we can prove that the spectral sequence degenerates also in case when

L1∩L2 is disconnected. (By studying the pseudoholomorphic disks in the universal
cover.) In this paper, to make the exposition selfcontained, we use the right hand
side of (2.5) as a definition of Floer homology.

In this paper, we need to include flat line bundle on Li. The way to include it
in the Floer homology (in the general situation) is described in [Fu6],[Fu7]. In this
paper, we use the following Definition 2.6 (which in fact is a calculation of Floer
homology in our case.) Let Li be flat line bundles on Li :

Definition 2.6.

HF k((L1,L1), (L2,L2)) ' Hk−η(L1,L2)(L1 ∩ L2;Hom(L1,L2)).

Here the right hand side is the cohomology with local coefficient.

We now define Maslov index η in the case of affine Lagrangian submanifolds. We
first take a Lagrangian subspace L̃0 of V . We put V = V/L̃0 and let π : V → V be
the projection. We may identify V = T ∗V so that π is the projection T ∗V → V .
Let L̃i, i = 1, 2, 3 be Lagrangian subspace of V transversal to L̃0. There exists a
quadratic function fL̃i;L̃0

such that L̃i ⊂ T ∗V = V is the graph of dfL̃i;L̃0
. We put

fL̃i,L̃j ;L̃0
= fL̃i;L̃0

− fL̃j ;L̃0
.

Definition 2.7. Let η̄L̃0
(L̃i, L̃j) be the index (the sum of multiplicities of strictly

negative eigenvalues) of the quadratic function fL̃i,L̃j ;L̃0
.

We put

ηL̃0
(L̃1, L̃2, L̃3) = 2n −

(
η̄L̃0

(L̃1, L̃2) + η̄L̃0
(L̃2, L̃3) + η̄L̃0

(L̃3, L̃1)
)

.

Lemma 2.8. ηL̃0
(L̃1, L̃2, L̃3) is independent of the choices of L̃0.

Proof. Let L̃′
0 be the other choice. There are one parameter family of Lagrangian

subspaces L̃s
0 such that L̃0

0 = L̃0 and L̃1
0 = L̃′

0. It is easy to see from definition

that ηL̃s
0
(L̃1, L̃2, L̃3) is independent of s as far as L̃s

0 is transversal to L̃i, i = 1, 2, 3.

By perturbing the family L̃s
0 a bit, we may assume that L̃s

0 is transversal to L̃i,

i = 1, 2, 3 if s 6= s1, · · · , sk and also that L̃si
0 is transversal to only one of L̃i,

i = 1, 2, 3 for s = s1, · · · , sk.
It suffices to consider the case when k = 1. (Namely the case when L̃s

0 is not

transversal to one of L̃i, i = 1, 2, 3 only once.) Furthermore it suffices to consider

the case when dim L̃s1
0 ∩ L̃1 = 1 and L̃s1

0 is transversal to L̃2 and L̃3.
We consider fL̃1;L̃s

0
. Let λj(s), j = 1, · · · , n be the eigenvalues of fL̃1;L̃s

0
such

that λj(s) ≤ λj+1(s). We may assume one of the following happens, (by perturbing

our family L̃s
0 if necessary.)

(2.9.1) lims↑s1 λ1(s) = −∞, lims↓s1 λn(s) = +∞, lims↑s1 λj(s) = lims↓s1 λj−1(s)
for j = 2, · · · , n.
(2.9.2) lims↑s1 λn(s) = +∞, lims↓s1 λ1(s) = −∞, lims↑s1 λj(s) = lims↓s1 λj+1(s)
for j = 1, · · · , n − 1.
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In case (2.9.1) happens we have

lim
s↑s1

η̄L̃s
0
(L̃1, L̃2) = lim

s↓s1

η̄L̃s
0
(L̃1, L̃2) + 1,

lim
s↑s1

η̄L̃s
0
(L̃3, L̃1) + 1 = lim

s↓s1

η̄L̃s
0
(L̃3, L̃1).

Hence ηL̃s
0
(L̃1, L̃2, L̃3) does not change. Similarly ηL̃s

0
(L̃1, L̃2, L̃3) does not change

in case (2.9.2) either. The proof of Lemma 2.8 is complete. ¤

From now on, we write η(L̃1, L̃2, L̃3) in place of ηL̃0
(L̃1, L̃2, L̃3). We remark that

η(L̃1, L̃2, L̃3) is well defined for arbitrary mutually transversal triple L̃1, L̃2, L̃3 of

Lagrangian subspaces, since there exists always a fourth Lagrangian subspace L̃0

transversal to L̃i.
Lemma 6.13 proved in §6 implies

(2.10) η(L̃1, L̃2, L̃3) ∈ {0, 1, 2, · · · , n}.

The following lemma is easy to prove.

Lemma 2.11.

ηL̃0
(L̃1, L̃2) + ηL̃0

(L̃2, L̃1) = n − dim L̃1 ∩ L̃2.

We next turn to the definition of η(L̃1, L̃2). We put ki = dim L̃pt ∩ L̃i, kij =

dim L̃i ∩ L̃j .

Lemma-Definition 2.12. There exists unique η(L̃i, L̃j) such that

(2.13.1) η(L̃1, L̃2) + η(L̃2, L̃3) = η(L̃1, L̃3) + η(L̃1, L̃2, L̃3) − k12 − k23.

(2.13.2) η(L̃1, L̃2) + η(L̃2, L̃1) = n − k12.

(2.13.3) η(L̃, L̃pt) = 0.

Remark 2.14. Using (2.13.2), we can rewrite (2.13.1) to the following more sym-
metric form :

(2.15) η(L̃1, L̃2) + η(L̃2, L̃3) + η(L̃3, L̃1) = η(L̃1, L̃2, L̃3) + n − k12 − k23 − k31.

Proof. Putting L̃3 = L̃pt, (2.13.3) and (2.13.1) impliy

(2.16) η(L̃i, L̃j) = η(L̃i, L̃j , L̃pt) − kij − kj .

The uniqueness follows.
To show the existence, we define η(L̃i, L̃j) by the right hand side of (2.16) and

will check (2.13).

We take L̃0 and let ηL̃0
be as before. We calculate

η(L̃1, L̃2) + η(L̃2, L̃1) + k1 + k2 + 2k12

= 4n − (ηL̃0
(L̃1, L̃2) + ηL̃0

(L̃2, L̃pt) + ηL̃0
(L̃pt, L̃1))

− (ηL̃0
(L̃2, L̃1) + ηL̃0

(L̃1, L̃pt) + ηL̃0
(L̃pt, L̃2)).
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(2.13.2) then follows from Lemma 2.11.

By Lemma 2.11, ηL̃0
(L̃pt, L̃pt) = 0 and definition, we have

η(L̃1, L̃pt) = η(L̃1, L̃pt, L̃pt) − n − k1

= 2n − (ηL̃0
(L̃1, L̃pt) + ηL̃0

(L̃pt, L̃pt) + ηL̃0
(L̃pt, L̃1)) − k1 − n = 0.

(2.13.3) follows.
Finally we calculate

η(L̃1, L̃2) + η(L̃2, L̃3) + η(L̃3, L̃1) + (k12 + k23 + k31) + (k1 + k2 + k3)

= 6n − (ηL̃0
(L̃1, L̃2) + ηL̃0

(L̃2, L̃pt) + ηL̃0
(L̃pt, L̃1))

− (ηL̃0
(L̃2, L̃3) + ηL̃0

(L̃3, L̃pt) + ηL̃0
(L̃pt, L̃2))

− (ηL̃0
(L̃3, L̃1) + ηL̃0

(L̃1, L̃pt) + ηL̃0
(L̃pt, L̃3))

= n + (k1 + k2 + k3)

+ 2n − (ηL̃0
(L̃1, L̃2) + ηL̃0

(L̃2, L̃3) + ηL̃0
(L̃3, L̃1)).

(2.15) follows. ¤

Remark 2.17. Theorem δ implies η(L̃i, L̃j) ∈ {1, · · · , n}.

Remark 2.18. In the general situation, the Maslov index η(L1, L2, L3) for triple of
Lagrangian submanifolds is well-defined for each homotopy class of maps from disk
to M with boundary condition determined by L1, L2, L3. However, the Maslov
index η(L1, L2) of a pair of Lagrangian submanifolds is determined only up to

overall constant. In this section, we use the choice of L̃pt to fix this ambiguity.
(Compare [Sei] for this point.)

Our definition of η is designed so that it coincides with the degree of Extension
in the mirror.
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§3. Construction of coherent sheaf (transversal case).

We next construct a sheaf from an affine Lagrangian submanifold. In the general
situation, family of Floer homologies seems to give a way to do so systematically.
However there are several troubles in doing so. We will discuss the general case in
[Fu7]. In this paper, we concentarate on the case of flat symplectic tori and affine
Lagrangian submanifolds.

Let L̃st be an n-dimensional linear subspace of V such that Ω|Lst = 0, Γ∩ L̃st
∼=

Zn and that Lst ∩ Lpt(0) is one point. Hence Lst = L̃st/L̃st ∩ Γ.

Let L̃ ⊆ V be another n-dimensional linear subspace such that Ω|L̃ = 0. We

assume also that Γ∩ L̃ ∼= Zn. Let w ∈ V/L̃. We take an affine space L̂(w) = L̃ +w

parallel to L̃ and put L(w) = L̂(w)/Γ ∩ L̃. L is a closed Lagrangian submanifold

of T 2n. Let α ∈ Hom(L̃, R) and we regard it as a connection of a trivial bundle
on L(w). Hence (L(w), α) is regarded as an element of LAG(T 2n,Ω). (From now
on, we write (L(w), α) in place of (L(w),L(α)).) In this section, we assume that

L̃ is transversal to L̃pt. We first construct a smooth complex vector bundle on
(T 2n, Ω)∨, and then define a holomorphic structure on it.

We will define a
(
Γ/Γ ∩ L̃pt

)
⊕

(
Γ ∩ L̃pt

)∨
action on the trivial bundle Ẽ(L, α)

on V /L̃pt ⊕ L̃∗
pt. Let (v, σ) ∈ V /L̃pt ⊕ L̃∗

pt. We put L̂pt(v) = L̃pt + v and let

Lpt(v) ⊆ T 2n be its quotient. We put

(3.1) Ẽ(L(w), α)(v,σ) =
⊕

p∈L(w)∩Lpt(v)

C[p].

Let γ ∈ (Γ/Γ ∩ L̃pt). It is easy to see that Lpt(v) = Lpt(v + γ). Therefore, by

definition, Ẽ(L(w), α)(v,σ) coincides with Ẽ(L(w), α)(γ+v,σ). Thus we defined an

action of Γ/Γ ∩ L̃pt on Ẽ(L(w), σ).

We next define an action of (Γ ∩ L̃pt)
∨. Let µ ∈ (Γ ∩ L̃pt)

∨. µ is a homomor-

phism from L̃pt to R. We regard it as a gauge transformation on L̃pt(v) as follows.

We take the (unique) point x0(v) ∈ L̂pt(v) ∩ L̃st. (If we identify V/L̃pt = L̃st then

x0(v) = v.) For x ∈ L̂pt(v), we put :

(3.2.1) gµ,v(x) = exp
(
2π

√
−1µ(x − x0(v))

)
.

gµ,v is a U(1) valued map and hence is a gauge transformation. Since µ(γ) ∈ Z for

γ ∈ Γ∩ L̃pt, it follows that gµ,v induces a map Lpt(v) → U(1). We denote it by the
same symbol. Then we define

(3.2.2) µ(c [p]) = gµ,v(p) c [p],

where p ∈ L(w) ∩ L0(v). Here we remark that we regard the right hand side as an

element of Ẽ(L, β)(v,µ+σ).

Lemma 3.3. The actions of γ ∈ (Γ/Γ ∩ L̃pt) and µ ∈ (Γ ∩ L̃pt)
∨ on Ẽ(L, α)(v,σ)

we defined above commute to each other.

Proof. We recall (Γ ∩ L̃pt) ⊕ (Γ ∩ L̃st) = Γ. Hence we may regards γ ∈ Γ ∩ L̃st.
Then, by definition, we have gµ,v+γ(x + γ) = gµ,v(x). Lemma 3.3 follows from the
definition. ¤
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Thus we defined an action of (Γ/Γ ∩ L̃pt) ⊕ (Γ ∩ L̃pt)
∨ on Ẽ(L(w), α). Let

E(L(w), α) → (T 2n,Ω)∨ be the quotient bundle.
We next are going to construct a holomorphic structure on E(L(w), α). It suffices

to construct its local (holomorphic) frame. We use a term of theta series for this

purpose as follows. Let (v, σ) ∈ V /L̃pt ⊕ L̃∗
pt. We take p ∈ L(w) ∩ L0(v). We will

define a frame ep̃ whose value at (v, σ) is [p]. Here p̃ is a lift of p to L̂pt(v). (Then,

p̃ ∈ L̂(w + γ0), γ0 ∈ Γ.) Let (v′, σ′) ∈ V /L̃pt ⊕ L̃∗
pt be in a small neighborhood of

(v, σ). We find p′ ∈ L ∩ L0(v
′) and its lift p̃′ which lie in a small neighborhood of

p and p̃ respectively. We define

(3.4)
ep̃,σ(v′, σ′) = exp

(
2π

∫

D(p̃,x0(v),x0(v′),p̃′)

Ω

+ 2π
√
−1 (σ(x0(v) − p̃) + σ′(p̃′ − x0(v

′)) + α(p̃ − p̃′))
)
.

Figure 2

Here D(p̃, x0(v), x0(v
′), p̃′) in (3.4) is the union of two triangles ∆p̃ x0(v) x0(v′) and

∆x0(v′) p̃′ p̃. Hereafter we write

(3.5) Q(a, b, c, d) =

∫

D(a,b,c,d)

Ω.

Using Stokes’ theorem, we can prove Q(a, b, c, d) = Q(b, c, d, a). We put

(3.6) ep̃,σ(v′, σ′) = ep̃,σ(v′, σ′)[p′].

Lemma 3.7 below implies that ep̃,σ is a section of E(L, α) in a neighborhood of
(v, σ) ∈ (T 2n,Ω)∨. If we take p̃ for each p ∈ L ∩ L0(v), then ep̃,σ, p ∈ L ∩ L0(v) is
a local frame of the bundle E(L, α).

Lemma 3.7. If γ ∈ (L∩ L̃pt) and µ ∈ (L∩ L̃pt)
∨, then there exists a holomorphic

function g(v′, σ′) such that

ep̃,σ(v′, σ′) = g(v′, σ′)ep̃+γ,σ+µ(v′, σ′ + µ).

Proof. We put
g(v′, σ′) = ep̃,σ(v′, σ′)/ep̃+γ,σ(v′, σ′).

By (3.4), we have

(3.8) log ep̃+γ(v′, σ′) − log ep̃(v
′, σ′) = 2πIγ(v′ − v, σ′ − σ).

Here Iγ is as in (1.18).
Figure 3



26 KENJI FUKAYA

By the construction of complex structure, (3.8) implies that g(v′, σ′) is a holomor-
phic function of (v′, σ′). On the other hand, we have

ep̃,σ+µ(v′, σ′ + µ)/ep̃,σ+µ(v, σ + µ) = exp
(
2π

√
−1µ(p̃′ − x0(v

′) − p̃ + x0(v))
)

= gµ,v(p̃
′)gµ,v(p̃)−1.

Hence
µ (ep̃,σ(v′, σ′)) = gµ,v(p)ep̃,σ+µ(v′, σ′ + µ).

The proof of Lemma 3.7 is now complete. ¤

Lemma 3.7 implies that there exists a unique holomorphic structure on E(L(w), β) →
(T 2n, Ω)∨ such that ep̃ is a local holomorphic section. We thus constructed a holo-
morphic vector bundle E(L(w), β) → (T 2n,Ω)∨.

Proposition 3.9. If (L(w), α) is Hamiltonian equivalent to (L′(w′), α′) then the
bundle E(L(w), α) is isomorphic to E(L′(w′), α′).

Proof. By Lemma 1.12 there exists ξ ∈ Γ/(Γ∩L̃), ζ ∈ (Γ∩L̃)∨ such that w′ = w+ξ,
α′ = α + ζ. Since L(w) = L(w + ξ) it follows that E(L(w), α) ∼= E(L(w + ξ), α).

Choose and fix y ∈ L(w). Let p ∈ L(w) ∩Lpt(v), p̃ ∈ L̂(w) ∩ L̂pt(v). We let ỹ be a

lift of y in L̂(w). We define

(3.10) Ψ̃([p], (v, σ)) =
(
exp

(
2π

√
−1ζ(p̃ − ỹ)

)
[p], (v, σ)

)
.

Here ([p], (v, σ)) ∈ Ẽ(L(w), α)v,σ. It is straightforward to see that (3.10) is compat-

ible with the actions of Γ/(Γ∩ L̃pt)⊕(Γ∩ L̃pt)
∨ and is independent of the lift ỹ. We

can also verify easily that Ψ̃ define an isomorphism Ψ : E(L(w), α) → E(L(w), α+ζ).
Hence Proposition 3.9. ¤

We will prove a converse of Proposition 3.9 in §13 (Proposition 13.26).
Before going further we add several remarks on our construction. First the way

we constructed the bundle E(L(w), α) is a consequence of the dictionary between
symplectic and complex geometry itself. To see this, we recall that, by the construc-
tion of Strominger-Yau-Zaslow, the pair (Lpt(v), σ) corresponds to the skyscraper
sheaf at the point (Lpt(v), σ) ∈ (T 2n,Ω)∨. (We write it E(Lpt(v), σ).) Namely
an n-brane (Lpt(v), σ) in (T 2n,Σ) corresponds to a 0-brane in (T 2n,Σ)∨. Let
(L(w), α) ∈ LAG(T 2n,Σ) be another element. Suppose that it corresponds to a
sheaf E(L(w), α) on (T 2n,Σ). Then Conjecture B in this case is :

(3.11) HF ((L(w), α), (Lpt(v), σ)) ∼= Ext(E(L(w), α), E(Lpt(v), σ)).

In our case, E(L(w), α) is a vector bundle. Hence we have

(3.12) Extk(E(L(w), α), E(Lpt(v), σ)) =

{
0 k 6= 0

E(L, α)∗[v,σ] k = 0.

On the other hand, Definition 2.6, (2.13.1), (2.13.2) imply

(3.13) HF k((L, α), (Lpt(v), σ)) =





0 k 6= 0
⊕

p∈L(w)∩Lpt(v)

C[p] k = 0.
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Thus (3.1) is consistent with homological mirror symmetry conjecture.

We next explain the reason why we need to fix L̃st to define E(L(w), α) →
(T 2n, Ω)∨. Our purpose is to construct a functor:

(3.14) LAG(T 2n,Ω) → D((T 2n,Ω)∨),

where D((T 2n, Ω)∨) is the derived category of the category of coherent sheaves
on (T 2n,Ω)∨. We suppose that (3.14) sends Lagrangian submanifolds parallel to

L̃pt to the skyscraper sheaves. Note that the automorphism group of the cate-
gory D((T 2n,Ω)∨) is rather big. Mukai constructed ([Mu2], [Mu3]) a symmetry,
called Fourier-Mukai transformation. In fact, we can see such a symmetry from
mirror symmetry itself. Namely the mirror of a Fourier-Mukai transformation (or
S-duality) is realized by a symplectic diffeomorphism of (T 2n,Ω). This phenom-
enon, that is S-duality will become easier duality in the mirror, is observed by
physicists in more general situations and is called the duality of duality.

So there can be many possible ways to construct the functor (3.14). The ambi-
guity is described by Fourier-Mukai transformation which sends skyscraper sheaves
to skyscraper sheaves. If we see such transformation in the mirror (T 2n,Ω) they

are (linear) symplectic diffeomorphisms which preserve L̃pt. For example, if we
consider the case when n = 1, then the group of linear symplectic diffeomorphisms
of T 2 is an extension of T 2 by SL(2; Z). This group SL(2; Z) will become the S-
duality group of the mirror, T 2∨. The element of SL(2; Z) which preserves R ⊂ C
is a matrix of the form (

1 n

0 1

)
.

To kill this symmetry we need to fix a direction transversal to R. This is equivalent
to fix the Lagrangian submanifold which becomes the structure sheaf of the mirror
torus.
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§4 Construction of coherent sheaf (general case).

In this section, we consider the case when Lagrangian subspace L̃ does not inter-
sect transversally to L̃pt. In this case, we obtain a coherent sheaf which is not a vec-

tor bundle. We consider (L̃ + L̃pt)/L̃pt and (L̃ ∩ L̃pt)
⊥ = {σ ∈ L̃∗

pt | σ|L̃∩L̃pt
= 0} .

The sum (L̃ + L̃pt)/L̃pt⊕(L̃ ∩ L̃pt)
⊥ is a subspace of the universal cover V /L̃pt⊕L̃∗

pt

of (T 2n,Ω)∨. It is easy to see that this subspace is complex linear. The sheaf
E(L(w), α), we are going to construct has a support on a subtorus parallel to

(L̃ + L̃pt)/L̃pt ⊕ (L̃ ∩ L̃pt)
⊥. To explain the reason, we first recall the following

calculation of Floer homology. By Definition 3.7, we have:

(4.1)
HF k((L1(w), α), (L2(v), β))

= Hk−η(L̃1,L̃2)(L1(w) ∩ L2(v), β|L1(w)∩L2(v) − α|L1(w)∩L2(v))

We remark that the cohomology in the right hand side is trivial unless the flat
connection β|L1(w)∩L2(v)−α|L1(w)∩L2(v) is trivial and the intersection L1(w)∩L2(v)
is nonempty. Hence we have the following:

Lemma 4.2. If w − v ∈ L̃ + L̃pt mod Γ and β|L(w)∩Lpt(v) − σ|L(w)∩Lpt(v) =

µL(w)∩Lpt(v) for some µ ∈ (L̃pt ∩ Γ)∨, then

HF k((L(w), α), (Lpt(v), σ)) = Hk−η(L̃,L̃pt)(T m; C),

where m = dimL1(w) ∩ Lpt(v). Otherwise HF k((L(w), α), (Lpt(v), σ)) = 0.

We are going to define E(L(w), α) such that

(4.3) Extk(E(L(w), α), E(Lpt(v), σ)) ∼= HF k((L(w), α), (Lpt(v), σ)).

We put

T (L(w), α) =
{

[v, σ] | w − v ∈ L̃ + L̃pt, α|L̃∩L̃pt
− σ|L̃∩L̃pt

= 0
}

⊆ (T 2n,Ω)∨.

Recall that E(Lpt(v), σ) will become the skyscraper sheaf at [v, σ] ∈ (T 2n,Ω)∨.
Therefore, in order (4.3) to be satisfied, the support of E(L(w), α) should be con-
tained in T (L(w), α).

Let us now study T (L(w), α).

Lemma 4.4.
(4.4.1) T (L(w), α) depends only on [w] ∈ (V/L̃)/(Γ/(L̃∩ Γ)) and [α] ∈ L̃∗/(L̃∩
Γ)∨.
(4.4.2) T (L(w), α) is a complex subtorus of (T 2n, Ω)∨.

Proof. The proof of (4.4.1) is easy and is omitted. To prove (4.4.2) remark that

Ix(v, σ) = Ω(x, v) +
√
−1σ(x).

is complex linear : V ⊕ V ∗ → C for each x. By definition, we find that

⋂

x∈L̃∩L̃pt

Ker IV
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is the universal cover of T (L(w), α). The lemma follows. ¤

We put

(4.5.1) V ′ =
(
L̃ + L̃pt

)/(
L̃ ∩ L̃pt

)
, Γ′ =

(
Γ + L̃ ∩ L̃pt

)/(
L̃ ∩ L̃pt

)
,

In fact, V ′ is a (linear) symplectic reduction of V with respect to L̃ ∩ L̃pt. (See
[MS2] Chapter 2.) We define :

(4.5.2) L̃′ = L̃
/(

L̃ ∩ L̃pt

)
, L̃′

pt = L̃pt

/(
L̃ ∩ L̃pt

)
,

(4.5.3) L̃′
st =

(
L̃st ∩

(
L̃ + L̃pt

))/(
L̃st ∩ L̃ ∩ L̃pt

)
∼= L̃st ∩

(
L̃ + L̃pt

)
.

Since L̃, L̃pt are both Lagrangian linear subspaces, it follows that V ′ has a sym-

plectic structure and L̃′, L̃′
pt, L̃′

st are Lagrangian subspaces of V ′ ([MS2] Lemma
2.7). The B field B on V induces B′ on V ′. Γ′ is a lattice of V ′. Thus we obtain a

mirror torus (V ′/Γ′,Ω′)∨ using L̃′
pt. It is easy to see

V ′/L̃′
pt

∼= L̃/(L̃ ∩ L̃pt) ⊆ V /L̃pt,(4.6.1)

(L̃′
pt)

∗ ∼= (L̃ ∩ L̃pt)
⊥ ⊆ L̃∗

pt.(4.6.2)

Hence we may regard (V ′/Γ′, Ω′)∨ as a subgroup of (T 2n,Ω)∨. It is easy to see that
T (L(w), α) is an orbit of (V ′/Γ′, Ω′)∨. We fix (v0, σ0) ∈ T (L(w), α) and define an
isomorphism I(v0,σ0) : (V ′/Γ′, Ω′)∨ → T (L(w), α) by I(v0,σ0)(g) = g(v0, σ0).

We next associate an affine Lagrangian subspace L′(w; v0) on (V ′/Γ′,Ω′) to each
element (v0, σ0) ∈ T (L(w), α). We fix a lift ṽ0 of v0.

Let [u, σ′] ∈ T (L(w), α), p ∈ Lpt(u) ∩ L(w). We can find a lift p̃ ∈ V of p such
that

(4.7) p̃ − ṽ0 ∈ L̃ + L̃pt.

Moreover the lift p̃ ∈ V satisfying (4.7) is unique modulo the action of (L̃pt+L̃)∩Γ.
Hence

fw,v0(p) := [p̃ − ṽ0] ∈ V ′/Γ′

depends only on p, w, v0. We put

(4.8) L′(w(v0)) = {fw,v0(p)|∃u p ∈ Lpt(u) ∩ L(w)}.

In fact it is easy to see that the right hand side of (4.8) is parallel to L′.

Using the splitting V = L̃st ⊕ L̃pt, we have a projection πL̃st
: V → L̃pt. We put

(4.9) ᾱσ0 = α − π∗
L̃pt

(σ0) ∈ L̃′∗ ⊆ L̃∗.

We remark that L̃′ is transversal to L̃′
pt. Hence by the construction of §4, we obtain

a holomorphic vector bundle E(L′(w(v0)), ᾱσ0) on (V ′/Γ′, Ω′)∨.
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Lemma 4.10. The holomorphic vector bundle I[v0,σ0]∗E(L′(w(v0)), ᾱσ0) on T (L(w), α)
is independent of the choice of (v0, σ0) ∈ T (L(w), α).

Proof. If (v′
0, σ

′
0) ∈ T (L(w), α) be another choice. We put v′

0 − v0 = t, σ′
0 − σ0 = ρ.

[t, ρ] ∈ (V ′/Γ′,Ω′)∨. We remark

L′(w(v′0)) = t · L′(w(v0)),(4.11.1)

ᾱσ′
0

= ᾱσ0 + π∗
L̃pt

(ρ).(4.11.2)

On the other hand, by definition we have [t, ρ] · I(v′
0,σ′

0)(g) = I(v0,σ0)(g). Lemma

4.10 follows easily from (4.11). ¤

Definition 4.12. E(L(w), α) = ⊕I∗I[v0,σ0]∗E(L′(w(v0)), ᾱσ0). Here I : T (L(w), α) →
(T 2n, Ω)∨ is the inclusion and the direct product ⊕ is taken over all connected com-
ponents of T (L(ω), α).

We can easily prove the following

Lemma 4.13.

Extk(E(L(w), α), E(Lpt(v), σ)) ∼= Hk−η(L̃,L̃pt)(L(w) ∩ Lpt)(v); C).

Lemma 4.13 is consistent with Lemma 4.2 and hence justifies our definition.
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§5. Universal bundles.

Let L̃ be a Lagrangian linear subspace of (V,Ω) such that L̃ ∩ Γ ∼= Zn and that

L̃ ∩ L̃pt = {0}. We constructed a complex manifold (torus) M(L̃) in §2. On the

other hand, for each element [L(w), α] ∈ M(L̃), we constructed a holomorphic
vector bundle E(L(w), α) on (T 2n,Ω)∨. In this section, we construct a universal

family of vector bundles on M(L̃). One delicate point in doing so is gauge fixing
which we mentioned in §3. In fact, during the proof of Proposition 3.9, we need to
choose a base point (denoted by y there) on L(w). In other words, the isomorphism

E(L(w), α) ' E(L(w), α + µ) for µ ∈ (Γ ∩ L̃)∨ depends on the choice of the base
point on L(w) and is not canonical. To choose a base point on L(w) systematically,
we need an additional data. Namely we fix another affine Lagrangian submanifold.
(Which we will write M .) To do it precisely is the purpose of this section.

We remark that the bundles E(L(w), α) has nontrivial automorphism. Hence
defining universal object on the moduli space of such bundles is a delicate question.
The problem discussd in this section is related to this point.

We start with the following situation.
Let L̃1, L̃2 and M̃1, M̃2 be Lagrangian linear subspaces of (V,Ω) such that

(5.1.1) L̃i ∩ Γ ∼= Zn, M̃i ∩ Γ ∼= Zn.

(5.1.2) L̃i is transversal to M̃i.

(5.1.3) L̃1 is transversal to L̃2.

By a modification of the argument of this section (combined with the construc-
tion of §4), we might remove Condition (5.1.3). However we are not trying to do so
since the universal bundle is applied only in §10,11,14, where the transversal case
is discussed.

Definition 5.2. M(L̃i;Mi) is the set of pairs ([Li(vi), αi], xi) ∈ M(L̃i)×T 2n such
that xi ∈ Mi ∩ Li(wi).

([Li(wi), αi], xi) 7→ [Li(wi), αi] is a Mi • Li(wi) hold covering. Hence the com-

plex structure on M(L̃i) induces one on M(L̃i;Mi). We are going to define a

holomorphic vector bundle P(L̃1, L̃2; M1, M2) → M(L̃1;M1) × M(L̃2; M2) such
that its fiber at ([L1(w1), α1], [L2(w2), α2]) is identified with the Floer homology
HF ((L1(w1), α1), (L2(w2), α2)).

Let

(5.3) ((w1, α1), (w2, α2)) ∈
(
V

/
L̃1 × L̃∗

1

)
×

(
V

/
L̃2 × L̃∗

2

)
, xi ∈ Mi ∩ Li(vi).

Let V (L̃1, L̃2;M1,M2) be the totality of all ((w1, α1), (w2, α2); x1, x2) satisfying
(5.3). We put

(5.4) P̃(L̃1, L̃2;M1,M2)((w1,α1),(w2,α2);x1,x2) =
⊕

p∈L1(w1)∩L2(w2)

C[p].

P̃(L̃1, L̃2;M1,M2) is a complex vector bundle on V (L̃1, L̃2;M1, M2). We put

Γ(L̃1, L̃2) =
(
Γ/Γ ∩ L̃1

)
×

(
Γ ∩ L̃1

)∨
×

(
Γ/Γ ∩ L̃2

)
×

(
Γ ∩ L̃2

)∨
.
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It acts on V (L̃1, L̃2;M1, M2) by

(γ1, µ1, γ2, µ2) · ((w1, α1), (w2, α2); x1, x2)

= (w1 + γ1, α1 + µ1, w2 + γ2, α2 + µ2;x1, x2).

The quotient space is M(L̃1;M1) ×M(L̃2;M2).

We define an action of Γ(L̃1, L̃2) on P̃(L̃1, L̃2; M̃1, M̃2) as follows. Let

((w1, α1), (w2, α2);x1, x2) ∈ V (L̃1, L̃2;M1,M2),(5.5.1)

p ∈ L1(w1) ∩ L2(w2),(5.5.2)

[p] ∈ P̃(L̃1, L̃2; M̃1, M̃2)((w1,α1),(w2,α2);x1,x2),(5.5.3)

(γ1, µ1, γ2, µ2) ∈ Γ(L̃1, L̃2).(5.5.4)

We have λ1 ∈ Γ/Γ ∩ L̃1, λ2 ∈ Γ/Γ ∩ L̃2 such that p = π(p̃), {p̃} = L̂1(w1 + λ1) ∩
L̂2(w2 + λ2). Let x̃i ∈ L̂i(wi + λi) be the lift of xi. We then put

(5.6)

(γ1, µ1, γ2, µ2) · [p]

= exp
(
2π

√
−1µ1 (p̃ − x̃1) + 2π

√
−1µ2 (x̃2 − p̃)

)
[p]

∈ P̃ (L̃1, L̃2;M1,M2)((w1+γ1,α1+µ1),(w2+γ2,α2+µ2);x1,x2).

Lemma 5.7. (5.6) defines an action of Γ(L̃1, L̃2) on P̃(L̃1, L̃2; M̃1, M̃2).

Proof. It is easy to see that the right hand side of (5.5) is independent of λi.
To complete the proof of Lemma 5.6, we need to show that

(γ1,µ1, γ2, µ2) · (γ′
1, µ

′
1, γ

′
2, µ

′
2) · [p]

= (γ1 + γ′
1, µ1 + µ′

1, γ2 + γ′
2, µ2 + µ′

2) · [p].

This equality follows from the fact that

exp
(
−2π

√
−1µ1 (p̃ − x̃1) + 2π

√
−1µ2 (x̃2 − p̃)

)

depends only on x1, x2, p and is independent of its lifts. The proof of Lemma 5.6 is
complete. ¤

Definition 5.8. P(L̃1, L̃2; M1,M2) → M(L̃1;M1) × M(L̃2; M2) is the quotient

bundle of P̃(L̃1, L̃2; M1, M2)/Γ(L̃1, L̃2).

Remark 5.9. We put L̃1 = L̃pt, L̃2 = L̃, M̃1 = L̃st. M̃2 is an arbitrary Lagrangian

submanifold satisfying the assumption. We have M(L̃pt, Lst) = (T 2n, Ω)∨. We

restrict P(L̃pt, L̃;Lst, M2) → (T 2n,Ω)∨×M(L̃;M2) to (T 2n,Ω)∨×{[w,α]}. Then,
the bundle we obtain is E(L(w), α). In fact, x̃1 in (5.5) will be x0(v) in (3.2.1).
M2 does not play a role here since [w,α] is fixed. The right hand side of (5.5) will
become

exp(2π
√
−1µ1(p̃ − x0(v)))

and coincides with (3.2)
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We next construct a holomorphic structure on P(L̃1, L̃2; M1, M2). We again
construct a holomorphic local frame. We use the same notation as in (5.5). Let

((w′
1, α

′
1), (w

′
2, α

′
2);x

′
1, x

′
2) ∈ V (L̃1, L̃2;M1,M2) be in a neighborhood of ((w1, α1),

(w2, α2);x1, x2). There exists a point p̃′ ∈ L̂1(w
′
1 + λ1) ∩ L̂2(w

′
2 + λ2) in a neigh-

borhood of p̃. (See Figure 4.)
Figure 4

We define:

(5.10.1)

e((w1,α1),(w2,α2),x̃1,x̃2,p̃) ((w′
1, α

′
1), (w

′
2, α

′
2))

= exp (−2πQ (p̃, x̃1, x̃
′
1, p̃

′, x̃′
2, x̃2)

+2π
√
−1(α1(x̃1 − p̃) + α′

1(p̃
′ − x̃′) + α′

2(x̃
′
2 − p̃′) + α2(p̃ − x̃2))

)
,

where Q (p̃, x̃1, x̃
′
1, p̃

′, x̃′
2, x̃2) is a integration of Ω over union of 4 triangles ∆p̃ x̃1x̃′

1
,

∆p̃ x̃1,p̃′ , ∆p̃ p̃′,x̃2 , ∆p̃ x̃′
2,x̃2

. Then the frame is :

(5.10.2)
e((w1,α1),(w2,α2),x̃1,x̃2,p̃) ((w′

1, α
′
1), (w

′
2, α

′
2))

= e((w1,α1),(w2,α2),x̃1,x̃2,p̃) ((w′
1, α

′
1), (w

′
2, α

′
2)) [p′].

Lemma 5.11. There exists a unique holomorphic structure on P(L̃1, L̃2; M̃1, M̃2)
such that e((w1,α1),(w2,α2),x̃1,x̃2,p̃) is a local holomorphic section.

The proof is a straight forward analogue of the proof of Lemma 3.7 and hence
is omitted. We remark that we did not need to assume M̃i to be a Lagrangian
submanifold to prove Lemma 5.6 and to define P(L̃1, L̃2; M̃1, M̃2) as a smooth

complex vector bundle. However to show Lemma 5.10 we do need to assume M̃i to
be a Lagrangian submanifold.

We thus constructed a holomorphic vector bundle

P(L̃1, L̃2; M̃1, M̃2) → M(L̃1;M1) ×M(L̃2;M2)

in case (5.1.1),(5.1.2),(5.1.3) are satisfied.

We assume L̃ ∩ L̃pt = 0 and put L̃1 = L̃pt, L̃2 = L̃, M̃1 = L̃st, M̃2 = L̃pt. We
obtain

(5.12) P(L̃pt, L̃; Lst, Lpt) → (T 2n,Ω)∨ ×M(L̃, Lpt).

Let us consider the group G = Lpt ∩L(0). It is easy to see M(L̃, Lpt)/G = M(L̃).
For

◦ p ∈ Lpt(w1) ∩ L(w2),

◦ [p] ∈ P̃(L̃pt, L̃;Lst, Lpt)((w1,α1),(w2,α2);x1,x2),

◦ g ∈ G = Lpt ∩ L(0),

We put

(5.13) g · [p] = [g + p] ∈ P̃(L̃pt, L̃;Lst, Lpt)((w1,α1),(w2,α2);x1,x2+g).

It is easy to see that (5.13) defines a G action on P(L̃pt, L̃;Lst, Lpt) such that (5.12)
is G equivalent. Thus we divide (5.12) by G and obtain

(5.14) P(L̃pt, L̃) → (T 2n,Ω)∨ ×M(L̃).

It is easy to verify the following :
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Proposition 5.15. Let (L,α) ∈ M(L̃). The restriction of P(L̃pt, L̃) to pr−1(L, α)
is isomorphic to E(L, α).

We prove a converse of Proposition 5.15 in §13. (Proposition 13.26.) Proposition
5.15 and Proposition 13.26 imply that we may regard (5.14) as the universal bundle.

We next put L̃1 = L̃pt, L̃2 = L̃st = M̃1, M̃2 = L̃pt and obtain

(5.16) P → (T 2n,Ω)∨ ×M(L̃st).

Since Lst • Lpt = 1 it follows that M(L̃st, Lpt) = M(L̃st)

Proposition 5.17. M(L̃st) is the dual torus (T 2n,Ω)∨∧. The bundle (5.16) is the
Poincaré bundle.

The proof is easy and is omitted, (since we do not use it in later sections).
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Chapter 2. Product structure in Floer homology.

§6. Explanation of Axioms I,II,III.

Product structures of Lagrangian intersection Floer homology was introduced
by the author in [Fu1], based on the idea due to Donaldson [Do2] and Segal. The
rough idea is to count the number of pseudoholomorphic polygons to define matrix
element. Kontsevich [K1],[K2] introduced its modification by putting a weight,
which is the exponential of the symplectic area of the pseudoholomorphic polygons.
It leads a family of operators :

(6.1)
mk : HF d1,2(L1, L2) ⊗ · · · ⊗ HF dk−1,k(Lk, Lk+1)

→ HF
∑

di,i+1+2−k(L1, Lk+1),

of degree 2 − k. (We can include flat line bundles on Li.) In the case when
L = L1 = · · · = Lk+1, this operator coincides with one defined (rigorously)
in [FKOOO] Chapter 3. A more detailed discussion on the general case is in
[FKOOO],[Fu6],[Fu7]. The full detail of the proof of the construction of opera-
tions (6.1), in the general case, will appear elesewhere.

In this paper, we concentrate on the case of affine Lagrangian submanifold. Also,
in this chapter, we consider only the case when Li are transversal to each other. In
that case, Floer homology is

HF d((L1(v1),L(α1)), (L2(v2),L(α2)) '
{

C](L1(v1)∩L2(v2)) if η(L̃1, L̃2) = d,

0 otherwise,

according to Definition 2.6. Therefore, the operator mk can be nonzero only if

(6.2)
k∑

i=1

η(L̃i, L̃i+1) + 2 − k = η(L̃1, L̃k+1).

The Condition (6.2) is related to the Kashiwara-Maslov index [KM], which we define
now.

Definition 6.3.

η(L̃1, · · · , L̃k+1) =

k∑

i=1

η(L̃i, L̃i+1) − η(L̃1, L̃k+1).

Note, in case k = 2, Definition 6.3 is consisitent with the previous one, because
of (2.13.1). (Note k12 = k23 = 0 in our case.)

We are going to study the operator (6.1) in the case when η(L̃1, · · · , L̃k+1) =

k − 2. It is useful however to include the case when η(L̃1, · · · , L̃k+1) 6= k − 2 by
considering a family version.

To study it, we work in the universal cover V and “count” pseudoholomorphic
disks whose bondary is L̂1(v1) ∪ · · · ∪ L̂k+1(vk+1). We will not present a rigorous
definition of the order of this moduli space. Here we consider the properties they
are supposed to satisfy and prove that the operators satisfying them exists and is
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unique upto homotopy equivalence. Those properties are the axioms we stated in
the introduction.

In this section, we define some of the notations used in the introduction and also
gives some explanation of the axiom.

Let vi ∈ V/L̃i. We recall L̂i(vi) = L̃i + vi. The moduli space of pseudoholomor-

phic polygons we concern with is the following. We put {pi,j(~v)} = L̂i(vi)∩ L̂j(vj).

M̃(L̂1(v1), · · · , L̂k+1(vk+1))

=





(ϕ; z1, · · · , zk+1)

∣∣∣∣∣∣∣∣∣∣

ϕ : D2 → V is holomorphic.

zi ∈ ∂D2,(z1, · · · , zk+1) respects the

cyclic order of ∂D2.

ϕ(zi) = pi,i+1(~v), ϕ(∂iD
2) ⊆ L̂i(vi).





(6.4)

Here ∂iD
2 is the part of ∂D2 between pi−1,i and pi,i+1. The group PSL(2;R) =

Aut(D2) acts on M̃(L̂1(v1), · · · , L̂k+1(vk+1)) by

g · (ϕ; z1, · · · , zk+1) = (ϕ ◦ g−1; g(z1), · · · , g(zk+1)).

Let M(L̂1(v1), · · · , L̂k+1(vk+1)) be the quotient space. One can prove

(6.5) VirdimM(L̂1(v1), · · · , L̂k+1(vk+1)) = k − 2 − η(L̃1, · · · , L̃k+1).

We do not prove (6.5) in this paper since we use it only to motivate axioms for

the chains (integral current) C(L̃1, · · · , L̃k+1) we gave in the introduction. Here the
right hand side is the virtual dimension. We study also the case when this virtual
dimension is negative.

In that case, we need to study a family version. We recall

L̃(L̃1, · · · , L̃k+1) =

k+1∏

i=1

V/L̃i.(6.6.1)

L(L̃1, · · · , L̃k+1) =
L̃(L̃1, · · · , L̃k+1)

V
.(6.6.2)

Here we regard V ⊂ L̃(L̃1, · · · , L̃k+1) by

v 7→ (v mod L̃1, v mod L̃2, · · · , v mod L̃k).

We write ~v = (v1, · · · , vk+1). The chain Chol(L̃1, · · · , L̃k+1) is defined as follows :

(6.7)
Chol(L̃1, · · · , L̃k+1) = {[~v] ∈ L(1, · · · , k + 1) |

M̃(L̂1(v1), · · · , L̂k+1(vk+1)) 6= ∅
}

.

The chain (integral current) C(L̃1, · · · , L̃k+1) in the introduction is one which are

supposed to coincides with this. We will prove elesewhere that Chol(L̃1, · · · , L̃k+1)
satisfies the axioms in the introduction. We only give here a brief discussion why
those axioms are expected.

We first define a function Q in the introduction. We put

{pi,j(~v)} = L̂i(vi) ∩ L̂j(vj).

Let ∆i,j,k(~v) be the triangle whose vertices are pi,j(~v), pj,k(~v), pk,i(~v).
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Definition 6.8. The function Qj1,··· ,j` : L(L̃j1 , · · · , L̃j`) → C is defined by :

Qi,j,k(vi, vj , vk) =

∫

∆i,j,k(~v)

Ω,

Qj1,··· ,j`(~v) =

`−2∑

i=1

Qji,ji+1,ji+2(vji , vji+1 , vji+2).

Qj1,··· ,j` induces a map : L(L̃j1 , · · · , L̃j`) → C also, which we denote by the same
symbol.

(In Definition 6.8 we write Qj1,··· ,j`
(~v) in place of Qj1,··· ,j`

(vj1 , · · · , vj`
), for sim-

plicity.)

Lemma 6.9. Qj1,··· ,j` is a quadratic form. It satisfies the following :

(6.9.1) Qj1,··· ,j`(vj1 , · · · , vj`) = Qj`,j1,··· ,j`−1(vj` , vj1 , · · · , vj`−1).
(6.9.2) Qj1,··· ,j`(~v) = Qj1,··· ,ja−1,ja,jb,jb+1,··· ,j`(~v) + Qja,··· ,jb(~v).

The lemma can be proved easily by using Stokes theorem. We can prove also
the following.

Lemma 6.10. If (vj1 , · · · , vj`) ∈ Chol(L̃j1 , · · · , L̃j`) then

< (Qj1,··· ,j`(vj1 , · · · , vj`)) ≥ 0.

If moreover (ϕ; zj1 , · · · , zj`
) ∈ M(L̂j1(vj1), · · · , L̂j`

(vj`
)) and ϕ is nonconstant,

then
< (Qj1,··· ,j`(vj1 , · · · , vj`)) > 0.

Proof. Let (ϕ; zj1 , · · · , zj`) ∈ M(L̂j1(vj1), · · · , L̂j`(vj` )). It is easy to see from
definition and Stokes’ theorem that

∫

D2

ϕ∗ω = < (Qj1,··· ,j`(vj1 , · · · , vj`)) .

On the other hand,
∫

D2 ϕ∗ω ≥ 0 since ϕ is pseudoholomorphic. Moreover if ϕ is

nonconstant then
∫
D2 ϕ∗ω > 0. The lemma follows. ¤

Lemma 6.10 is a motivation of Axiom I (I.3).

The other part of Axiom I is rather an obivious properties of Chol(L̃1, · · · , L̃k+1).
For eample (I.2) is implilied by the fact that

M(L̂1(v1), · · · , L̂k+1(vk+1)) = M(L̂1(rv1), · · · , L̂k+1(rvk+1)),

for r > 0. To explain the motivation of Axiom II, we consider the following moduli
space.

M(L̃1, · · · , L̃k+1) =
⋃

[~v]∈L(L̃1,··· ,L̃k+1)

M(L̂1(v1), · · · , L̂k+1(vk+1)) × {[~v]}.

Note that the projection of M(L̃1, · · · , L̃k+1)) to L(L̃1, · · · , L̃k+1) defines the cur-

rent Chol(L̃1, · · · , L̃k+1). The compactification of this moduli space is obtained
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in a way similar to the compactification of the moduli space of pseudoholomor-
phic disks bounding a (single) Lagrangian submanifold L, which is discussed in
[FKOOO] Chapter 6. Then in a way similar to the proof of [FKOOO] Chapter 6,
we find

(6.11)

dM(L̃1, · · · , L̃k+1)

=
⋃

1≤a<b≤k+1

±M(L̃1, · · · , L̃a, L̃b, · · · , L̃k+1) ×M(L̃a, · · · , L̃b)

as integral currents on L(L̃1, · · · , L̃k+1). Let us explain a heuristic argument

justfying (6.11). Let [ϕj ; zj
1, · · · , zj

k+1] be a divergent sequence of elements of

M(L̃1, · · · , L̃k+1). We may assume that limj→∞ zj
i = z∞i converges. Then either

(6.12.1) limj→∞ ϕj does not converge, or
(6.12.2) z∞

i = z′∞i for i 6= i′.

In the first case, there happens a bubble either in the interior of the disk or
the boundary of the disk. However the first case can not happen since there is
no holomorphic sphere or no holomorphic disk boundaing an affine Lagrangian
submanifold.

In the second case, we see as a limit, the pseudoholomorphic curves which looks
like Figure 5. This figure corresponds elements of M(L̃1, · · · , L̃a, L̃b, · · · , L̃k+1) ×
M(L̃a, · · · , L̃b). (6.11) will follow from this fact. (We remark that the sign ± is
hard to determine from this argument. See [FKOOO] Chapter 6, where the sign
(orientation) is determined in a closely related case. We explain a sign convention
in §7, where we also justify it in a way way different from [FKOOO].)

Figure 5

We now turn to the explanation of the last Axiom III. We used the following Lemma
6.13 and Corollary 6.13 to state it in introduction.

Lemma 6.13.
Index<Q1,2,3 = η(L̃1, L̃2, L̃3).

Proof. We first remark that the right hand side of the equality does not change
when we move L̃1, L̃2, L̃3 without changing dim L̃i ∩ L̃j , dim L̃1 ∩ L̃2 ∩ L̃3.

We can prove also the same property for the left hand side. (We remark that

η(L̃1, L̃2) jumps when L1 or L2 will become tangent to L̃pt. But η(L̃1, L̃2, L̃3) does
not jump. Lemma 2.8.)

Let us take L̃0 transversal to L̃i. We identify V = T ∗(V/L̃0). It then suffices to

consider the case when L̃3 = V/L̃0 (the zero section) and L̃1 is equal to the graph

of Nd(x2
1 + · · · + x2

n), where N is large. Let L̃2 be the graph of dfL̃2
. Then, by

definition, ηL̃0
(L̃1, L̃2) = 0, ηL̃0

(L̃2, L̃3) = Index fL̃2
, ηL̃0

(L̃3, L̃1) = n. Therefore,
by Definition 2.7, we have

η(L̃1, L̃2, L̃3) = n − Index fL̃2
.

Next we consider <Q1,2,3. We perturb L̃1 a bit and may take L̃1 = L̃0 = the fiber

of T ∗(V/L̃0). We may identify L(L̃1, L̃2, L̃3) with V/L̃2. Then we find

Q1,2,3(0, v2, 0) =
1

2
Ω(π1(v2), π3(v2)) = −f (π3(v2)).
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Here (π1, π3) : V → L̃1 ⊕ L̃3 is the canonical isomorphism. (Here we regard Ω as a
skew symmetric form on V .) Lemma 6.13 follows easily. ¤

As in introduction, we put :

S(Q; L̃1, L̃2, L̃3) =
{

[v1, v2, v3] ∈ L(L̃1, L̃2, L̃3)
∣∣∣ Q(v1, v2, v3) > 0, ‖[v1, v2, v3]‖ = 1

}
.

Lemma 6.13 implies that S(Q; L̃1, L̃2, L̃3) is homotopy equivalent to Sn−η(L̃1,L̃2,L̃3)−1.
Hence by Poincaré duality we have :

Corollary 6.14.

Hη(L̃1,L̃2,L̃3)(S(Q; L̃1, L̃2, L̃3); Z) ' Z.

Now we turn to the discussion of Axiom III. The transversality problem is easy
to handle in the case of the moduli space M(L̂1(v1), L2(v2), L̂3(v3)) which we are
discussing now, since there is no bubble and the moduli space is compact. (See

[Fu5].) So we present the precise statement and a proof here. Let S(L(L̃1, L̃2, L̃3))

be the unit sphere in L(L̃1, L̃2, L̃3). Let us consider the moduli space M(L̃1, L̃2, L̃3)

and the projection map π : M(L̃1, L̃2, L̃3) → L(L̃1, L̃2, L̃3). First we have:

Proposition 6.15. M(L̃1, L̃2, L̃3) has an oriented Kuranishi structure without

boundary. Its dimension is n − η(L̃1, L̃2, L̃3).

Moreover M(L̃1, L̃2, L̃3) ∩ π−1S(L(L̃1, L̃2, L̃3)) is compact.

The compactness is proved in [Fu5]. The construction of Kuranishi structure is
similar to and is easier than one given in [FKOOO] Chapter 5 and is omitted. The
calculation of (virtual) dimension follows from the proof of Theorem 6.16 blow.

We remark that the Kuranishi structure on M(L̃1, L̃2, L̃3)∩π−1S(L(L̃1, L̃2, L̃3))
is one without boundary since there can be no bubble. We remark that the ac-
tion of the group Aut(D2) on M(L̂1(v1), L2(v2), L3(v3)) is free unless L̂1(v1) ∩
L2(v2) ∩ L3(v3) 6= ∅. Hence automorphism group of elements of M(L̃1, L̃2, L̃3) ∩
π−1S(L(L̃1, L̃2, L̃3)) is trivial. It follows from [FOn2], that we have a fundamental
cycle

π∗[M(L̃1, L̃2, L̃3) ∩ π−1S(L(L̃1, L̃2, L̃3))]

∈ Hn−η(L̃1,L̃2,L̃3)−1(S(Q; L̃1, L̃2, L̃3); Z).

Theorem 6.16. π∗[M(L̃1, L̃2, L̃3) ∩ π−1S(L(L̃1, L̃2, L̃3))] is a generator.

Proof. We use Morse homotopy [Fu2] in a similar way to the proof of [Fu5] Theorem

7.18. Let L̃0 be Lagrangian linear subspace transversal to L̃i. We have V ∼=
T ∗(V/L̃0). We may choose the isomorphism so that L̃1 is the zero section. We may

furthermore assume that L̃pt =
√
−1Rn is tranvsersal to L̃2 and L̃3. We hence may

regard L̃2 and L̃3 as graphs of dfL̃2
and dfL̃3

. Where dfL̃2
and dfL̃3

are quadratic

functions on L̃st. We let L̃2,ε and L̃3,ε be the graphs of εdfL̃2
and εdfL̃3

. We consider
the isomorphism

Iε : V /L̃1 × V /L̃2 × V /L̃3
∼= V /L̃1 × V /L̃ε

2 × V /L̃ε
3

We have
Q(Iε(v1), Iε(v2), Iε(v3)) = ε2Q(v1, v2, v3).
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It follows from well established cobordism argument using the compactness in
Proposition 6.15 (see [Fu5]), that the homology class in Theorem 6.16 does not

change when we replace L̃1, L̃2, L̃3 by L̃1,ε, L̃2,ε, L̃3,ε. So we consider the limit
where ε → 0. By [FOh], this limit is described by Morse homotopy. Let us recall it
here.

We remark that L(L̃1, L̃2, L̃3) ' V/L̃2. It is easy to see that there exsits a

linear isomorphism I : V/L̃2 → L̃∗
1 such that L̂2(v2) is a graph of dfL̃2

+ I(v2).

Note L̃3 ∩ L̃1 = {q3,1} = {0}. Let q1,2(v2), q2,3(v2) be the intersection of L̂2(v2)

with L̃1, L̃3 respectively. They are the unique critical points of fL̃2
+ I(v2) and

fL̃3
−fL̃2

+I(v2), respectively. Let U1,2(v2), U2,3(v2), U3,1 be the unstable manifolds

of grad(fL̃2
+ I(v2)), grad(fL̃3

− fL̃2
+ I(v2)), and gradfL̃3

, respectively. (U1,2(v2),

U2,3(v2), U3,1 are affine since fL̃2
+ I(v2) and fL̃3

− fL̃2
+ I(v2) are quadratic.)

The main theorem of [FOh] says that, when ε → 0, the moduli spaces π(M(L̃1,

L̃2, L̃3)) will converge to the space

(6.17) {v2 |U1,2(v2) ∩ U2,3(v2) ∩ U3,1 6= ∅}.

It is easy to see that (6.17) is a linear subspace of L(L̃1, L̃2, L̃3) ' V/L̃2 and its

codimension is η(L̃1, L̃2, L̃3) = 2n − (dimU1,2 + dimU2,3 + dimU3,1). This implies
Theorem 6.16. ¤
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§7. Counting pseudoholomorphic polygons (existence).

In this section we prove Theorem α. Namely we prove the existence of the family
of integral currents C(L̃j1 , · · · , L̃jk+1) satisfying Axioms I,II,III.

We first define several notations. We put:

deg(j1, · · · , jk+1) = η(Lj1 , · · · , Ljk+1) + 2 − k,(7.1)

Γ(j1, · · · , jk+1) =

k+1∏

i=1

Γ/(Γ ∩ L̃ji).(7.2)

Lemma 7.3. The index of <Qj1,··· ,jk+1 is η(Lj1 , · · · , Ljk+1) = deg(j1, · · · , jk+1)+
k − 2.

Proof. The proof is by induction. The case when k = 2 is Lemma 6.13. On the
other hand, (6.9.2) implies that

(7.4)
Index<Qj1,··· ,jk+1 = Index<Qj1,··· ,ja−1,ja,··· ,jb,jb+1,··· ,jk+1

+Index<Qja,··· ,jb .

On the other hand by Definition 6.3, we have :

(7.5)
η(Lj1 , · · · , Ljk+1) = η(Lj1 , · · · , Lja−1 , Lja , Ljb , Ljb+1 , · · · , Ljk+1)

+η(Lja , · · · , Ljb
).

Hence

(7.6)
deg(j1, · · · , jk) = deg(j1, · · · , ja−1, ja, · · · , jb, jb+1, · · · , jk+1)

+deg(ja, · · · , jb) − 1.

By (7.4),(7.5),(7.6), we can prove the lemma by induction on k. ¤

Now we start the proof of Theorem α. We construct C(L̃j1 , · · · , L̃jk+1
) by in-

duction on k. Hereafter we write C(1, · · · , k + 1), deg(1, · · · , k + 1) etc. in place of

C(L̃j1 , · · · , L̃jk+1), deg(j1, · · · , jk) etc. for simplicity.
In case when k + 1 = 3, we need to find C(1, 2, 3) satisfying Axiom III. Let

d = deg(1, 2, 3). Lemma 6.12 implies d ≥ 0.
In case d = 0 we put C(1, 2, 3) = L(1, 2, 3).
Let d > 0. By Lemma 6.12, we can take a codimension d linear subspace C(1, 2, 3)

of L(1, 2, 3) such that Q is positive on it. C(1, 2, 3) thus defined satisfies Axioms
III. We will define an orientation of C(1, 2, 3) later during the proof of Lemma 7.9.

We next consider the case when k + 1 = 4. Let deg(1, 2, 3, 4) = d. We consider
the cycle :

(7.7)
(−1)µ1 [(C(1, 2, 3) × C(1, 3, 4)) ∩ S(Q; 1, 2, 3, 4)]

+ (−1)µ2 [(C(2, 3, 4) × C(1, 2, 4)) ∩ S(Q; 1, 2, 3, 4)] ,

where

µ1 = deg(1, 3, 4) + deg(1, 3)(7.8.1)

µ2 = deg(1, 2, 3) + deg(2, 3, 4) + deg(1, 2, 4)(7.8.2)

+ deg(1, 2) deg(2, 3, 4) + deg(1, 3) + 1.

(7.7) represents an element of Hd+1 (S(Q; j1, j2, j3, j4); Z) ∼= Z. (Note we regard
codimension d + 1 chain and a current of degree d + 1.)
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Proposition 7.9. (7.7) represents 0 in the homology group.

Proof. Axiom III implies that the cycles [(C(1, 2, 3) × C(1, 3, 4)) ∩ S(Q; 1, 2, 3, 4)]
and [(C(2, 3, 4) × C(1, 2, 4)) ∩ S(Q; 1, 2, 3, 4)] both represent the generator of the
group Hd (S(Q; j1, j2, j3, j4); Z) if it is nonempty. (6.9.2) and the definition of
C(i, j, k) implies that C(2, 3, 4) × C(1, 2, 4) is nonempty if and only if C(1, 2, 3) ×
C(1, 3, 4) is nonempty. Hence (7.7) holds over Z2.

We next check the sign and show that (7.7) over Z.
For this purpose we give a coorientation on the moduli spaces C(1, 2, 3), etc.

The definition of coorientation is done by going to the Morse homotopy limit as
in the proof of Theorem 6.16. We regards L̃i as the graph of dfi, where fi is a
quadratic form on V/L̃0 and we identify V = T ∗(V/L̃0). Let S(a, b) be the stable
manifold of grad(fa − fb), which is equal to the unstable manifold of grad(fb − fa).
In other words, S(a, b) is the sum of the eigen spaces of fa − fb belonging to the
positive eigenvalues. We remark that we may regards C(1, 2, 3) as a linear subspace

of V/L̃0. We will define a co-orientation on C(1, 2, 3) etc. In general, co-orientation
of a submanifold N ⊂ M means a orientation of the normal bundle. We want
to regard C(1, 2, 3) as currents so we need to define its coorientation rather than
orientation.

We first fix co-orientation to each S(i, j). (The co-orientation of C(i, j, k) will
depend on them.) Hence S(i, j) determines a current. Namely if e∗1, · · · , e∗` is an
oriented base of the dual of the normal bundle of S(i, j), we identify S(i, j) with a
current

δS(i,j)e
∗
1 ∧ · · · ∧ e∗` .

Here δS(i,j) is a delta function supported at S(i, j). (Delta function is a measure
and hence is determined independent of the orientations.)

Note
S(1, 2) ⊕ S(2, 3) = C(1, 2, 3) ⊕ S(1, 3).

Now we define the coorientation of C(1, 2, 3) so that the following equality holds as
currents.

(7.10) S(1, 2) ∧ S(2, 3) = C(1, 2, 3) ∧ S(1, 3).

Then we have
S(1, 2) ∧ S(2, 3) ∧ S(3, 4) = C(1, 2, 3) ∧ S(1, 3) ∧ S(3, 4)

= C(1, 2, 3) ∧ C(1, 3, 4) ∧ S(1, 4)

S(1, 2) ∧ S(2, 3) ∧ S(3, 4) = S(1, 2) ∧ C(2, 3, 4) ∧ S(2, 4)

= (−1)deg(2,3,4)η(1,2)C(2, 3, 4) ∧ S(1, 2) ∧ S(2, 4)

= (−1)deg(2,3,4)η(1,2)C(2, 3, 4) ∧ C(1, 2, 4) ∧ S(1, 4).

Namely we have

(7.11) C(1, 2, 3) ∧ C(1, 3, 4) = (−1)deg(2,3,4)η(1,2)C(2, 3, 4) ∧ C(1, 2, 4).

Note

(7.12) deg(2, 3, 4) + deg(1, 2, 4) = deg(1, 2, 3) + deg(1, 3, 4).

Proposition 7.9 follows from (7.7),(7.8),(7.11),(7.12). ¤
By Proposition 7.9, we can choose a chain C(1, 2, 3, 4) which satisfies Axiom II.
Now the induction for the general k is as follows. We assume that we have

constructed C(1, · · · , k′) satisfying Axioms II for k′ ≤ k. Let deg(j1, · · · , jk+1) = d.
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Lemma 7.13.

d
∑

`,m

± (C(`, · · · ,m) × C(1, · · · , ` − 1, `,m,m + 1, · · · , k + 1)) = 0.

Proof. We first prove the lemma up to sign. (Namely over Z2 coefficient.) We will
discuss sign later. We also fix the sign ± in the statement there. We remark that
the left hand side is a sum of the terms of the form

(7.14) C(a, · · · , b) × C(`, · · · , a, b, · · · ,m) × C(1, · · · , `,m, · · · , k + 1)

for 1 < ` < a < b < m < k. We put deg(a, · · · , b) = d1, deg(`, · · · , a, b, · · · ,m) =
d2, deg(1, · · · , `,m, · · · , k + 1) = d3. We may assume d1, d2, d3 ≥ 0. We consider
the following three cases.

Case 1: d1+d2 > 0, d2+d3 > 0. Since deg(`, · · · , m) = d1+d2−1, deg(1, · · · , a, b, · · · , k+
1) = d2+d3−1, it follows that both C(a, · · · , b)×C(1, · · · , a−1, a, b, b+1, · · · , k+1)
and C(`, · · · ,m)×C(1, · · · , `−1, `,m,m+1, · · · , k+1) appear in the left hand side
of Lemma 7.13 and contains (7.14). Hence the term (7.14) cancels to each other
(up to sign.)

Case 2: d1 + d2 = 0. We apply the induction hypothesis (Axiom II) to (`, · · · , m).
We then obtain

∑

a,b

±C(a, · · · , b) × C(`, · · · , a, b, · · · ,m) = 0.

Hence the sum of such terms in the left hand side of Lemma 7.13 vanishes.

Case 3: d2 + d3 = 0. The same as Case 2.

Thus we proved Lemma 7.13 up to sign.

Now we are going to discuss the sign in A∞ formulae. The sign is related to
suppersymmetry and is in fact an important matter. We use a trick due to Getzler-
Jones [GJ]. We consider a finite set of Lagrangian linear subspaces L̃j indexed by
j ∈ J. We order J and let Ts(J) be the graded vector space spanned by the symbols[
ej1,j2

∣∣· · ·
∣∣ejk,jk+1

]
, j1 < · · · < jk+1. (We write it sometimes [e1,2 |· · · |ek,k+1] for

simplicity.) We put

degej1,j2 = η(L̃j1 , L̃j2 ) − 1 ≡ deg(j1, j2) mod 2,

deg
[
ej1,j2

∣∣· · ·
∣∣ejk,jk+1

]
=

∑
degeji,ji+1 =

∑
η(ji, ji+1) − k.

(Here we shift the degree of [e1,2 |· · · |ek,k+1] by −k. This construction, the sus-
pension in the terminology of [GJ], is the main idea to simplify the sign.)

Suppose we have integers bj1,··· ,jk+1(= b1,··· ,k+1) for each j1, · · · , jk+1 with deg(j1,
· · · , jk+1) = 0. We use it to obtain a map

[e1,2 |· · · |ek,k+1] 7→ b1,··· ,k+1 [e1,k+1] ,

of degree +1. (Note η(1, 2)+ · · ·+η(k, k +1)−η(1, k+1) = η(1, · · · , k +1) = k−2.
Here

η(1, 2) + · · · + η(k, k + 1) − k + 1 + η(1, k + 1) − 1.
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We extend it to a map b : Ts(J) → Ts(J) of degree +1 by

(7.15)
b [e1,2 |· · · |ek,k+1] =

∑

`<m

(−1)
∑ `−1

i=1 degei,i+1

b`,··· ,m [e1,2 |· · · |e`−1,`|e`,m |em,m+1 |· · · |ek,k+1] .

Here the sum is taken for all `,m such that deg(`, · · · , m) = 0. (Note that the sign
in (7.15) is usual one since degree of b is +1.)

We say that b is a derivative if b ◦ b = 0.
Next let T(J) be the graded vector space spanned by êj1,j2 ⊗ · · · êk,k+1. Here

deg êj1,j2 ⊗ · · ·⊗ êk,k+1 =
∑

η(ji, ji+1). (We do not shift the degree this time.) We
define s by :

sê1,2 ⊗ · · · ⊗ sêk,k+1 = [e1,2 |· · · |ek,k+1] .

We then find:

(s ⊗ · · · ⊗ s) (ê1,2 ⊗ · · · ⊗ êk,k+1, ) = (−1)µ(1,··· ,k+1) [e1,2 |· · · |ek,k+1] .

where

µ(1, · · · , k + 1) = (k − 1)η(1, 2) + (k − 2)η(2, 3) + · · · + η(k − 1, k) + k(k − 1)/2.

(Note that the sign is determined by the fact that deg s = 1.) We define

(7.16) ck = s−1 ◦ bk ◦ (s ⊗ · · · ⊗ s)

and

(7.17) ck(ê1,2 ⊗ · · · ⊗ êk,k+1) = c1,··· ,k+1ê1,k+1.

By definition c1,··· ,k+1 = (−1)µ(1,··· ,k+1)b1,··· ,k+1. The equation b ◦ b = 0 is equiv-
alent to an equation

(−1)µ(1,··· ,k+1;`,m)c1,··· ,`,m,··· ,k+1 ∧ c`,··· ,m = 0.

Here the sum is taken for all `,m such that deg(`, · · · ,m) = deg(1, · · · , `,m, · · · , k+
1) = 0, and

(7.18)

µ(1, · · · , k + 1; `,m) =µ(1, · · · , k + 1) + µ(`, · · · ,m)

+ µ(1, · · · , `, m, · · · , k + 1) +

`−1∑

i=1

η(i, i + 1).

The sign here is messy and complicated. But in fact we do not need to calculate it
so much, since most of the calculation will be done by using b in place of c. (The
reason we introduced c (and m) is that the degree coincides with natural one (in
sheaf cohomology) for them.)

In order to fix a sign in Axiom II we need to generalize it more and discuss
the case when the degree of b is not necessary +1. (In other words, the case
when the degree of c is not necessary 0.) Let deg(1, · · · , k + 1) = d. We consider
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integral current b
(d)
1,··· ,k+1[v1, · · · , vk+1] of degree d on L(1, · · · , k+1). Let Λ(λ) [resp.

Λ
(λ)
smooth] denote the vector space of all degree λ current [resp. smooth differential

forms] on L(1, · · · , k + 1). We define

b(d) : Λ
(λ)
smooth ⊗ Ts(J) → Λ(λ+d) ⊗ Ts(J)

by

(7.19)

b(d) (u ⊗ [e1 2 | · · · |ek k+1 ])

=
∑

`<m

(−1)λ+(d+1)
∑ `−1

i=1 deg(i,i+1)
(
u ∧ b

(d)
`,··· ,m

)
⊗

[e1,2 |· · · |e`−1` |e`,m |em,m+1 |· · · |ek,k+1 ] .

(Note that Ts(J) degree of b(d) is 1 − d and Ts(J) degree of ei,j is deg(i, j) − 1.)

Since the current degree of b(d) is d, the total degree of b(d) is +1 and is odd. We
got the sign

(−1)λ+
∑ `−1

i=1 deg(i,i+1)

when we exchange b(d) with u, e12, · · · , e`−1,`. We got the sign

(−1)d
∑ `−1

i=1 deg(i,i+1)

when we exchange b
(d)
1,··· ,k+1 with e1,2, · · · , e`−1,`.

We consider the equation

(7.20) db(d) +
∑

d1+d2=d+1

(−1)d2b(d2)◦b(d1) = 0.

Here d is the exterior derivative on L(1, · · · , k + 1) and we put

db(d)(α) = d(b(d)(α)) + b(d)(d(α)).

Lemma 7.21. (7.20) is equivalent to

(7.22)

db
(d)
1,··· ,k+1 +

∑

`<m
d1+d2=d+1

(−1)d2+(d1+1)
∑ `−1

i=1 (deg(i,i+1)+1)

b
(d1)
`,··· ,m ∧ b

(d2)
1,··· ,`,m,··· ,k+1 = 0.

Proof. We apply db(d)+
∑

d1+d2=d+1 (−1)d2b(d2) ◦ b(d1) to [e1,2 | · · · |ek,k+1 ]⊗1 and

obtain (7.21). On the contrary, if we apply db(d) +
∑

d1+d2=d+1 (−1)d2b(d2) ◦ b(d1)

to general u ⊗ [e1,2 | · · · |eh,h+1 ] we obtain the terms

(7.23)

∑

k≤`<m≤n
n−k>0

∑

d

(−1)d(deg(1,2)+···+deg(k−1,k))

(
u ∧

(
db

(d)
k,··· ,n +

∑

`<m

(−1)d2+(d1+1)
∑ `−1

i=k deg(i,i+1)

b
(d1)
`,··· ,m ∧ b

(d2)
k,··· ,`,m,··· ,n

))
.

⊗ [e1,2 | · · · | ek,n| · · · |eh,h+1 ]
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and

(7.24)
±

[
e••

∣∣∣· · ·
∣∣∣b(d2)(e••)

∣∣∣· · ·
∣∣∣b(d1)(e••)

∣∣∣ · · ·
∣∣∣ e••

]

±
[
e••

∣∣∣· · ·
∣∣∣b(d1)(e••)

∣∣∣· · ·
∣∣∣b(d2)(e••)

∣∣∣ · · ·
∣∣∣ e••

]
.

(7.23) vanishes by (7.22). (7.24) cancels to each other since the total degree of b(d)

is odd. The proof of Lemma 7.21 is complete. ¤

We now put

(7.25) c
(d)
k = s−1 ◦ b

(d)
k ◦ (s ⊗ · · · ⊗ s) .

We regards our chain C(d)(j1, · · · , j`) in Axiom III as a degree d integral current.

(Note C(d)(j1, · · · , j`) is defined on L(ji, · · · , j`). We pull it back to L(1, · · · , k).
From now on, we write C(d)(j1, · · · , j`) when we regard it as an integral current and

will write c
(d)
j1,··· ,j`

: Λ(λ)⊗T(J) → Λ(λ+d)⊗T(J) when we regard it as an operation.

Let b
(d)
k correspond to our C(d)(j1, · · · , j`) = c

(d)
j1,··· ,j`

by (7.25).

Definition 7.26. We choose the sign in Lemma 7.13 so that it is equivalent to
(7.20) or (7.22).

To check that the sign in the proof of Theorem α is correct, we proceed as follows.

We construct b
(d)
k by induction on k such that

(7.27) db
(d)
k +

∑

d1+d2=`+1
k1+k2=k+1

(−1)d2b
(d2)
k2

◦b(d1)
k1

= 0

The proof of Theorem α for k ≤ 3 gives b
(d)
2 , b

(d)
3 . We calculate

d
∑

d1+d2=`+1
k1+k2=k+1

(−1)d2b
(d2)
k2

◦b(d1)
k1

=
∑

d1+d2=`+1
k1+k2=k+1

(−1)d2db
(d2)
k2

◦b(d1)
k1

+
∑

d1+d2=`+1
k1+k2=k+1

b
(d2)
k2

◦db
(d1)
k1

= −
∑

d1+d2=`+1,d3
k1+k2+k3=k+2

(−1)d2+d3b
(d3)
k3

◦ b
(d2−d3+1)
k2

◦b(d1)
k1

−
∑

d1+d2=`+1,d3
k1+k2+k3=k+2

(−1)d3b
(d2)
k2

◦b(d3)
k3

◦ b
(d1−d3+1)
k1

= 0.

Thus induction works.
We next check that the choice of sign above coincides with (7.7), (7.8). We have

b2[xj1,j2 |xj2,j3 ] = (−1)η(j1,j2)+1sc2(x̂j1,j2 ⊗ x̂j2,j3)
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(where sx̂j1,j2 = xj1,j2), by

x̂j1,j2 ⊗ x̂j2,j3 = (s−1 ⊗ s−1)[xj1,j2 |xj2,j3 ]

= (−1)η(j1,j2)+1(s ⊗ s)−1[xj1,j2 |xj2,j3 ].

We then obtain

∑

d1,d2

(−1)d2b
(d2)
2 ◦ b

(d1)
2 [x1,2| x2,3|x3,4]

=
∑

(−1)deg(1,3,4)b
(deg(1,3,4))
2

[
b
(deg(1,2,3))
2 [x1,2| x2,3] |x3,4

]

+ (−1)(deg(2,3,4)+1)(η(1,2)+1)+deg(1,2,4)b
(deg(1,2,4))
2

[
x1,2| b

(deg(2,3,4))
2 [x2,3|x3,4]

]

= (−1)η(1,2)+µ1sc
(deg(1,3,4))
2 (c

(deg(1,2,3))
2 (x̂1,2, x̂2,3), x̂3,4)

+ (−1)η(1,2)+µ2sc
(deg(1,2,4))
2 (x̂1,2, c

(deg(2,3,4))
2 (x̂2,3, x̂3,4)),

where
µ1 = deg(1, 3, 4) + η(1, 3)

µ2 = (deg(2, 3, 4) + 1)(deg(1, 2) + 1) + deg(1, 2, 4) + η(2, 3)

= η(1, 2) deg(2, 3, 4) + deg(1, 2, 3)

+ deg(1, 2, 4) + deg(2, 3, 4) + η(1, 3) + 1.

(We use η(1, 2) + η(2, 3) = deg(1, 2, 3) + η(1, 3) to calculate µ2.) Thus the sign
coincide with one of (7.7), (7.8). The proof of Theorem α is complete. ¤
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§8. Counting pseudoholomorphic polygons (uniqueness).

In this section, we show Theorem β. Namely we prove the uniqueness of the
family of currents C(L̃j1 , · · · , L̃jk+1

) satisfying Axiom I,II,III.

We start with defining the notion that two system of chains C(1)(L̃j1 , · · · , L̃jk+1)

C(2)(L̃j1 , · · · , L̃jk+1) to be homotopy equivalent. Let b
(1)
k and b

(2)
k be determined

by C(1)(L̃j1 , · · · , L̃jk+1), C(2)(L̃j1 , · · · , L̃jk+1) in the same way as the last section.

Let f
(d)
j1,··· ,jk+1

(= fL̃(j1,··· ,jk+1)
) be integral currents of degree d on L(j1, · · · , jk+1),

where d + 1 = deg(j1, · · · , jk+1). We use it to define f(d) =
∑

f
(d)
k : Λ

(λ)
smooth ⊗

Ts(J) → Λ(λ+d) ⊗ Ts(J) by

(8.1.1)

f
(d)
k (u ⊗ [e1,2 | · · · |ek,k+1 ])

=
∑

i

∑

d1+···+di−1=d

(−1)µ
(
u ∧ f

(d1)
a(1),··· ,a(2) ∧ · · · ∧ f

(di−1)
a(i−1),··· ,a(i)

)

⊗
[
ea(1),a(2) |· · ·

∣∣ea(i−1),a(i)

]
,

where 1 = a(1) < a(2) < · · · < a(i) = k + 1, and

(8.1.2)
µ =di−1 (η(1, 2) + · · · + η(a(i − 1) − 1, a(i − 1)))

+ · · · · · · + d2 (η(1, 2) + · · · + η(a(2) − 1, a(2)) .

We note that Ts(J) degree of f(d) is −d and current degree is d. Hence its total
degree is 0 and is even.

Let f
(d)
` be the sum of components of (8.1) (d = deg(j1, · · · , jk+1)− 1) such that

i + ` = k + 1.

Definition 8.2. We say that C(1)(L̃j1 , · · · , L̃jk+1) is homotopy equivalent to C(2)(L̃j1 ,

· · · , L̃jk+1) if there exists f
(d)
j1,··· ,jk+1

[v1, · · · , vk+1] such that

(8.3.1) f
(0)
j1,j2

is the fundamental class.

(8.3.2) f
(d)
j1,··· ,jk+1

is invariant of the R+ action r·[v1, · · · , vk+1] = [rv1, · · · , rvk+1].

(8.3.3) There exists δ > 0 such that if [v1, · · · , vk+1] is in the support of f
(d)
j1,··· ,jk+1

then

<Q(v1, · · · , vk+1) > δ ‖[v1, · · · , vk+1]‖2
.

(8.3.4) Let df
(d)
k = d ◦ f

(d)
k − f

(d)
k ◦ d. Then, we have

df
(d)
k +

∑

d1+d2=d+1
k1+k2=k+1

(−1)d2 f
(d2)
k2

◦b1(d1)
k1

−
∑

d1+d2=d+1
k1+k2=k+1

(−1)d2b
2(d2)
k2

◦ f
(d1)
k1

= 0.

We will explain in §11 consequences of two system of integral currents to be
homotopy equivalent. In a way similar to Lemma 7.22, we can check that (8.34) is
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equivalent to

0 = df
(d)
1,··· ,k+1 +

∑

d1+d2=d+1
`<m

(−1)(d1+1)(deg(1,2)+···+deg(`−1,`))

b
(d1)
`,··· ,m ∧ f

(d2)
1,··· ,`,m,··· ,k+1

−
∑

1=a(1)<···<a(i)=k+1∑
di+d′=d

(−1)µ

f
(d1)
a(1),··· ,a(2) ∧ · · · ∧ f

(di−1)

a(i−1),··· ,a(i) ∧ b
(d′)
a(1)···a(i),

where µ is as in (8.1.2).
Now we start the proof of Theorem β. We solve the equation (8.3.4) by induction

on k in the same way as the proof of Theorem α. (8.3.1) gives f
(0)
j1,j2

, that is the

case k = 1. Then (8.3.4) is automatically satisfied.
In case k = 2, (8.3.4) becomes

(8.4) df
(d)
2 + b

1(d)
2 − b

2(d)
2 = 0,

in view of (8.3.1).

b
1(d)
2 and b

2(d)
2 determine the same homology class in S(L̃j1 , L̃j2 , L̃j3) by assump-

tion. Hence we have f
(d)
2 satisfying (8.4),(8.3.2),(8.3.3).

Let k > 2. We can check, using induction hypothesis, that

d

(
∑

d1+d2=`+1

(−1)d2 f(d2)◦b1(d1) −
∑

d1+d2=`+1

(−1)d2b2(d2) ◦ f(d1)

)
= 0.

Hence the current

∑

d1+d2=`+1

(−1)d2 f(d2)◦b1(d1) −
∑

d1+d2=`+1

(−1)d2b2(d2) ◦ f(d1)

defines a De-Rham cohomology class on

S(L̃j1 , · · · , L̃jk+1) = {[v1, · · · , vk+1]|Q([v1, · · · , vk+1]) > 0, ‖[v1, · · · , vk+1]‖ = 1}.

We can check the degree of it using Lemma 6.13, and show the De-Rham cohomol-
ogy group of S(L̃j1 , · · · , L̃jk+1) of degree d = deg(j1, · · · , jk+1) vanishes. Therefore,

by induction, we find fdk. The proof of Theorem β is now complete. ¤
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§9. Counting pseudoholomorphic polygons (chamber structure).

In this section, we show by an example how Axioms I,II,III can be used to find
the chain C(1, · · · , k +1) in the case when deg(1, · · · , k +1) = 0 and k +1 = 4, 5, 6.

We first consider the case k + 1 = 4 and deg(1, 2, 3, 4) = 0. (For example
η(1, 2) = 1, η(i, j) = 0 for other i < j.) We have

dC(1, 2, 3, 4) = ±(C(1, 3, 4) × C(1, 2, 3)) ± (C(1, 2, 4) × C(2, 3, 4))

Note deg(1, 3, 4)+deg(1, 2, 3) = 1. In case deg(1, 3, 4) = 1, we may choose C(1, 3, 4)
as a codimension 1 linear subspace of L(1, 3, 4). Hence C(1, 3, 4) × C(1, 2, 3) is
a codimension 1 linear subspace of L(1, 2, 3, 4). The other case and other term
C(1, 2, 4)× C(2, 3, 4) can also be chosen to be a codimension 1 linear subspace. On
the other hand, the index of <Q on L(1, 2, 3, 4) also is 1 by Lemma 7.3. Hence we
have the following Figure 6.

Figure 6

Here <Q < 0 on A. We have

C(1, 2, 3, 4) = ±(B − C).

In the case when k + 1 = 5, there are several possibilities according to the Maslov
index. We first consider the case η(1, 2) = 2, η(i, j) = 0 for other i < j. (Note then

deg(1, 2, 3, 4, 5) = 0.) We find that C(i, j, k, `) is of negative virtual codimension
(and hence is empty), except C(1, 2, 3, 4), C(1, 2, 3, 5), C(1, 2, 4, 5). Hence

dC(1, 2, 3, 4, 5) = ± (C(1, 2, 3, 4) × C(1, 4, 5)) ± (C(1, 2, 3, 5) × C(3, 4, 5))

± (C(1, 2, 4, 5) × C(2, 3, 4)).

We remark also that index of <Q is 2 on L(1, 2, 3, 4, 5) in this case. Therefore
combinatorially C(1, 2, 4, 5) looks like as the following Figure 7.

Figure 7

Note

C(1, 2, 5) × C(2, 4, 5) × C(2, 3, 4) = C(1, 2, 5) × C(2, 3, 5) × C(3, 4, 5)

holds because C(2, 4, 5) = L(2, 4, 5), C(2, 3, 4) = L(2, 3, 4), C(2, 3, 5) = L(2, 3, 5),
C(3, 4, 5) = L(3, 4, 5).

We remark however that Figure 7 is combinatorial or topological picture. Namely
faces C(1, 2, 3, 4)× C(1, 4, 5) etc. are not linear in this case. In fact, let us consider
the case of n = 2. Then L(1, 2, 3, 4) = R4 and C(1, 3, 4) × C(1, 2, 3) ∼= R2. Hence
∂C(1, 2, 3, 4) is a union of two R2’s in R4. It is impossible to find a chain C(1, 2, 3, 4)
contained in a single (flat) hyperplain. (We can take it as a union of two flat 3
dimensional sectors.)

Let us consider other cases of k + 1 = 5. Here we take the negative eigenspace
L(−) of <Q and draw the figure of the intersection of C(1, 2, 3, 4, 5) with a 2 di-
mensional plain parallel to L(−).

If η(1, 2) = η(2, 3) = 1 and η(i, j) = 0 for other i < j, then 4 of C(j1, j2, j3, j4) ’s
can appear in ∂C(1, 2, 3, 4, 5) and we find Figure 8-1.
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If η(1, 2) = η(3, 4) = 1 and η(i, j) = 0 for other i < j we have Figure 8-2.

Figure 8

Let us next study the case when k + 1 = 6. In this case, index of <Q on
L(1, 2, 3, 4, 5, 6) is 3. We take a 3 dimensional subspace L(−) and are going to draw
the figures of the intersection of C(1, 2, 3, 4, 5, 6) with a 3 dimensional plain parallel
to L(−).

Let us consider first the case η(1, 2) = 3, η(i, j) = 0 for other i < j. Then
∂C(1, 2, 3, 4, 5, 6) is a union of 4 faces and looks like

Figure 9

Next we consider the case η(1, 2) = η(3, 4) = η(5, 6) = 1, η(i, j) = 0 for other i < j.
The we find that ∂C(1, 2, 3, 4, 5, 6) looks like

Figure 10

This is a cell Stasheff introduced to study A∞-structure in [St1].
Finally we consider the case η(1, 2) = η(3, 4) = η(4, 5) = 1, η(i, j) = 0 for other

i < j. We then find that the following figure :

Figure 11

Here the shaded region can belong any one of C(1, 2, 3, 6)×C(3, 4, 5, 6) , C(1, 2, 3, 4, 5)×
C(5, 6, 1), C(1, 2, 3, 4) × C(4, 5, 6, 1). Note that we need to use the formula

±[C(1, 5, 6) × C(1, 2, 3, 5)] ± [C(2, 3, 5) × C(1, 2, 5, 6)] ± [C(3, 5, 6) × C(1, 2, 3, 6)]

to draw Figure 11.
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§10. Multi theta function.

In §§6,7,8,9, we have been working on the universal cover V = T̃ 2n of the torus.
We start working on the symplectic torus (T 2n,Ω) itself in this section.

Let L̃i ⊂ V be Lagrangian linear subspaces. We assume that they are mutually
transversal and L̃i ∩ Γ ∼= Zn. We also choose M̃i which is transversal to L̃i and
which satisfies M̃i ∩Γ ∼= Zn. We consider the moduli space M(L̃i;Mi) constructed

in §5 and its direct product
∏

M(L̃i; Mi). Let πi,j :
∏

M(L̃i;Mi) → M(L̃i;Mi)×
M(L̃j ;Mj) be the projection.

In §5 we constructed universal bundles P(L̃i, L̃j ;Mi,Mj). We pull it back to∏
M(L̃i;Mi). We are going to construct a (distribution valued) homomorphism

(10.1)

m
(0,d)
k : π∗

1,2P(L̃1, L̃2;M1,M2) ⊗ · · · ⊗ π∗
k,k+1P(L̃k, L̃k+1;Mk,Mk+1)

→ Λ(0,d)(M(L̃1;M1) × · · · ×M(L̃k+1;Mk+1))

⊗ π∗
1,k+1P(L̃1, L̃k+1; M1,Mk+1).

Namely it will be a (0, d) current section of appropriate hom bundle on M(L̃1;M1)×
M(L̃k+1;Mk+1).

Let vi ∈ M(L̃i;Mi). v = (v1, · · · ,vk+1). Let (vi, αi) be a representative of vi.

Set ~v = (v1, · · · , vk+1). We put pi,j(~v) = L̂i(vi) ∩ L̂j(vj).

Definition 10.2.

H(α1, · · · , αk+1; v1, · · · , vk+1) =
k+1∑

i=1

αi(pi,i+1(~v) − (pi−1,i(~v)))

Let qi,j ∈ Li(vi) ∩ Lj(vj). We put

V (q1,2 · · · qk,k+1, qk+1,1)(v) =





~v = (v′
1, · · · , v′

k+1)

∣∣∣∣∣∣∣∣∣

[p1,2(~v)] = q1,2,

· · · ,

[pk,k+1(~v)] = qk,k+1,

[pk+1,1(~v)] = qk+1,1.





There exists a subgroup Γ(L̃1, · · · , L̃k+1) of
∏

Γ/(Γ ∩ L̃i) such that

[∏
Γ/(Γ ∩ L̃i) : Γ(L̃1, · · · , L̃k+1)

]
=

∏
Li • Li+1,

and that Γ(L̃1, · · · , L̃k+1) acts transitively on V (q1,2 · · · qk,k+1qk+1,1). We embed

V ⊂ L̃(L̃1, · · · , L̃k+1) and put Γ(L̃1, · · · , L̃k+1) = V ∩ Γ(L̃1, · · · , L̃k+1). Let

V (L̃1, · · · , L̃k+1) =
V (q1,2 · · · qk,k+1qk+1,1)

Γ(L̃1, · · · , L̃k+1)
.

We then define :
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Definition 10.3.

(10.4)

Θk (v; Ω)q1,2···qk,k+1qk+1,1

=
∑

[~v]∈V (q1,2···qk,k+1qk+1,1)(v)

c
(d)
k [v1, · · · , vk+1]

exp(−2πQ(v1, · · · , vk+1)

+ 2π
√
−1H(α1, · · · , αk+1; v1, · · · , vk+1)).

Let us clarify the notation c
(d)
k (v1, · · · , vk+1) we used in (10.4).

We fix v0
i ∈ M(L̃i;Mi) and consider a small neighborhood Ui of it only. We

fix a lift (v0
i , α0

i ) of v0
i . We can find a representative (vi(vi), αi(vi)) of vi which is

close to (v0
i , α0

i ) for vi ∈ Ui. Then, for each (γ1, · · · , γk+1) ∈ Γ(L̃1, · · · , L̃k+1), the
map

(v1, · · · ,vk+1) 7→ (γ1, · · · , γk+1) · [v1(v1), · · · , vk+1(vk+1)]

is a smooth enbedding ∏
Ui → L(L̃1, · · · , L̃k+1).

We pull back the (integral) current C(L̃1, · · · , L̃k+1) by this map and denote it by

c
(0,d)
k [v1, · · · , vk+1] where

[v1, · · · , vk+1] = (γ1, · · · , γk+1) · [v1(v1), · · · , vk+1(vk+1)].

Thus each term of (10.4) makes sense as a current on
∏

Ui.
We next discuss the convergence of (10.4). Let us fix a positive definite quadratic

form on L(L̃1, · · · , L̃k+1) and BD(L̃1, · · · , L̃k+1) denote the metric ball of radius D

centered at 0 of L(L̃1, · · · , L̃k+1).
We now prove :

Proposition 10.5.

lim
D→∞

∑

~v∈V (q1,2···qk,k+1qk+1,1)(v)∩BD(L̃1,··· ,L̃k+1)

c
(d)
k [v1, · · · , vk+1]

exp(−2πQ(v1, · · · , vk+1) + 2π
√
−1H(α1, · · · , αk+1; v1, · · · , vk+1)).

converges as current on
∏

M(L̃i;Mi).

Proof. Let α be a smooth form on
∏

M(L̃i;Mi) of codegree d. Then by Axiom
(I.2), we have ∫

BD(L̃1,··· ,L̃k+1)

C
(d)
k ] ∧ π∗α < CDn(k−1),

where π : V (q1,2 · · · qk,k+1qk+1,1) → V̄ (q1,2 · · · qk,k+1qk+1,1) is the projection. On

the other hand, if [v1, · · · , vk+1] /∈ BD(L̃1, · · · , L̃k+1) then the Ck norm of

exp
(
−2πQ(v1, · · · , vk+1) + 2π

√
−1H(α1, · · · , αk+1; v1, · · · , vk+1)

)

is smaller than Ck exp(−D/Ck) for some Ck independent of D. (This fact follows
from Axiom (I.3).) The proposition follows immediately. ¤

The following function equality is obvious from definition.
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Lemma 10.6.

Θk(v+(γ1, · · · , γn;µ1, · · · , µn); Ω)q1,2···qk,k+1qk+1,1

=
∏

i

exp(2π
√
−1µi(pi,i+1(v) − (pi−1,i(v)))) · Θk (v; Ω)q1,2···qk,k+1qk+1,1

.

Lemma 10.6 and (5.5) implies the well definedness of the following :

Definition 10.7.

m
(d)
k ([q1,2] ⊗ · · · ⊗ [qk−1,k]) =

∑

qk+1,1

Θk (v; Ω)q1,2···qk,k+1qk+1,1
[q1,k+1]

m
(d)
k gives a distribution map (10.1). We let m

(0,d)
k be the type (0, d) part of

m
(0,d)
k .
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§11. Maurer-Cartan equation.

The main purpose of this section is to prove Theorem γ. To clarify the idea we

first study the simplest case k + 1 = 3, d = 0. Then, m
(0)
2 is a homomorphism :

m
(0)
2 : π∗

1,2P(L̃1, L̃2; M1, M2) ⊗ π∗
2,3P(L̃2, L̃3;M2,M3) → π∗

1,3P(L̃1, L̃3;M1,M3).

In this case, Theorem γ means that m
(0)
2 is holomorphic. Let us prove it first.

By Axiom III

c
(0)
2 (v1, v2, v3) ≡ 1.

Hence

(11.1)

Θ2 (v; Ω)q1,2q2,3q3,1
=

∑

[~v]∈V (q1,2q2,3q3,1)

exp(−2πQ(v1, v2, v3)+

2π
√
−1H(α1, α2, α3; v1, v2, v3)).

To simplify the notation, we fix (v1, α1), (v3, α3) and prove the holomorphicity with
respect to the second factor (v2, α2) only. Let x = q1,2, y = q2,3, z = q3,1, and x̃, ỹ, z̃
be their lifts. If we move v2 to v′

2, then x̃, ỹ will move to x̃′, ỹ′ respectively. (See
Figure 12.)

Figure 12

We define f(v′
2, α

′
2) and h(v′

2, α
′
2) by :

m2 ([x′], [y′]) =
∑

f (v′
2,α

′
2)[z]

h(v′
2, α

′
2) = f(v′

2, α
′
2) × e((v1,α1),(v2,α2),p̃1,p̃2,x̃) ((v1, α1), (v

′
2, α

′
2))

−1

× e((v2,α2),(v3,α3),p̃2,p̃3,z̃) ((v′
2, α

′
2), (v3, α3)) .

It suffices to show that h(v′
2, α

′
2) is holomorphic with respect to (v′

2, α
′
2). Let x̃′(γ) =

L̃2(v
′
2 + γ) ∩ L̃1(v1), ỹ′(γ) = L̃2(v

′
2 + γ) ∩ L̃3(v3). We put

fγ(v′
2, α

′
2) = − 2πQ(x̃′(γ), ỹ′(γ), z̃)

+ 2π
√
−1 (α′

2(ỹ
′(γ) − x̃′(γ)) + α3(z̃ − ỹ′(γ)) + α̃1(x̃

′(γ) − z̃)) .

Then

(11.2) f(v′
2, α

′
2) =

∑

γ

exp fγ(v′
2, α

′
2).

On the other hand,

(11.3)
log e((v1,α1),(v2,α2),p̃1,p̃2,x̃) ((v1, α1), (v

′
2, α

′
2))

= −2πQ(p̃2, x̃, x̃′, p̃′2) + 2π
√
−1 (α2(x̃ − p̃2) + α1(x̃

′ − x̃) + α′
2(p̃

′
2 − x̃′)) ,

(11.4)
log e((v2,α2),(v3,α3),p̃2,p̃3,z̃) ((v′

2, α
′
2), (v3, α3))

= −2πQ(ỹ, p̃2, p̃
′
2, ỹ

′) + 2π
√
−1 (α2(ỹ − p̃2) + α′

2(p̃
′
2 − ỹ′) + α3(ỹ

′ − ỹ)) .
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Then we have

fγ(v′
2, α

′
2) + (11.3) − (11.4) = 2πIc(γ)(v

′
2 − v2),

where
c(γ) = (ỹ′(γ) − x̃′(γ)) − (ỹ′ − x̃′).

Figure 13

Therefore, by (11.2), h(v′
2, α

′
2) is holomorphic. ¤

Proof of Theorem γ. We use the same notation as we introduced just after Defini-
tion 10.3. We put (v1, · · · , vk+1) = (γ1, · · · , γk+1) · (v1(v1), · · · , vk+1(vk+1)). where
vi ∈ Ui.

Lemma 11.5. exp(−2πQ(v1, · · · , vk+1) + 2π
√
−1H(α1, · · · , αk+1; v1, · · · , vk+1))

is a holomorhpic function of vi ∈ Ui.

The proof of Lemma 11.5 is similar to the proof of Theorem γ in the case k = 2,
d = 0 we discussed above. Hence we omit it.

Now by Axiom II we have

dc
(d)
k (v1, · · · , vk+1)

=
∑

1≤a<b≤k+1

±c
(d1)
b−a(va, · · · , vb) ∧ c

(d2)
k−b+a+1(v1, · · · , va, vb, · · · , vk+1)

(Here the sign is as in §7.) We take its (0, d + 1) part and obtains

(11.6)

∂c
(0d+1)
k (v1, · · · , vk+1)

=
∑

1≤a<b≤k+1

±c
(0,d1)
b−a (va, · · · , vb) ∧ c

(0,d2)
k−b+a+1(v1, · · · , va, vb, · · · , vk+1).

Theorem γ follows from Lemma 11.5 and (11.6) immediately. ¤

We next show that the system of maps m∗ changes by homotopy equivalence
when we change the choice of the currents C(L̃j1 , · · · , L̃jk+1).

We begin with defining homotopy equivalence between two A∞ structures. Let

m
(0,d)
k , m

′(0,d)
k be families of operations both of which satisfy the Maurer-Cartan

equations (0.26). We consider maps

(11.7)
h
(0,d)
k : π∗

1,2P(L̃1, L̃2; M1,M2) ⊗ · · · ⊗ π∗
k,k+1P(L̃k, L̃k+1; Mk, Mk+1) →

Λ(0,d)(M(L̃1;M1) ×M(L̃k+1;Mk+1)) ⊗ π∗
1,k+1P(L̃1, L̃k+1;M1, Mk+1).
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Definition 11.8. We say h
(0,d)
k is a homotopy between m

(0,d)
k and m

′(0,d)
k if

(11.9)
∑

d1+d2=d
k1+k2=k

(m
(0,d1)
k ◦h(0,d2)

k ±h
(0,d1)
k ◦m′(0,d2)

k )±
(
∂ ◦ h

(0,d−1)
k ± h

(0,d−1)
k ◦ ∂

)
= 0.

Here the sign ± is determined as follows. We first move from c to b as in §7. We
then define m̃ using b instead of c. (In other words, we define

(11.10) s−1 ◦ m̃k ◦ (s ⊗ · · · ⊗ s) = mk.)

In the same way we replace h by h̃. We next consider the Bar complex

B =
⊕

j∗,k

π∗
j1j2

P(L̃j1 , L̃j2 ; Mj1 ,Mj2) ⊗ · · · ⊗ π∗
jkjk+1

P(L̃jk , L̃jk+1 ;Mjk ,Mjk+1).

Then ∂, m̃, m̃′, h̃ defines maps

⊕

d

Γ(Λ(0,d)) ⊗ B →
⊕

d

Γ(Λ(0,d)) ⊗ B.

Let ∂̃, ∂̃′, H̃ be obtained from m̃, h̃ respectively. Namely

∂̃(u ⊗ x1 ⊗ · · · ⊗ xk) =
∑

1≤`<`+2≤`+m≤k

(−1)deg x1+···+deg x`−1+deg u

u ⊗ x1 ⊗ · · · ⊗ m̃(0,d)
m (x`, · · · , x`+m−1) ⊗ xm ⊗ · · · ⊗ xk

+ ∂u ⊗ x1 ⊗ · · · ⊗ xk,

H̃(u ⊗ x1 ⊗ · · · ⊗ xk) =
∑

1≤`<`+1≤`+m≤k

(−1)deg x1+···+deg x`−1+deg u

u ⊗ x1 ⊗ · · · ⊗ h̃(0,d−1)
m (x`, · · · , x`+m−1) ⊗ xm ⊗ · · · ⊗ xk,

where d = deg(xj`,j`+1) + · · · + deg(xj`+m−2,j`+m−1) − deg(xj`,j`+m−1) + 2 − m. We

remark that ∂̃ ◦ ∂̃ = 0 is the Maurer-Cartan equation (0.25). Moreover (11.9) is
equivalent to

(11.11) ∂̃ ◦ H̃ = H̃ ◦ ∂̃′,

up to sign. So we choose the sign in (11.9) so that it will become (11.11) together
with the sign.

Now we prove the following :

Theorem 11.12. Let C(L̃j1 , · · · , L̃jk+1) C′(L̃j1 , · · · , L̃jk+1) be families of integral

currents satisfying Axioms I,II,III. Let they determine m
(0,d)
k , m

′(0,d)
k . We assume

that C(L̃j1 , · · · , L̃jk+1) is homotopy equivalent to C′(L̃j1 , · · · , L̃jk+1) in the sense

of Definition 8.2. Then m
(0,d)
k is homotopy equivalent to m

′(0,d)
k in the sense of

Definition 11.8.

Proof. The proof is quite similar to the proof of Theorem γ. Let f
(d)
j1,··· ,jk+1

[v1, · · · ,

vk+1] be as in Definition 11.8. We use it in the same was as we used cL̃j1 ,··· ,L̃jk+1
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in Definition 10.7 and obtain h
(0,d)
k . In fact the convergence of the corresponding

power series follows from (8.3.4). Then we use (8.3.1) and (8.3.5) in the same
way as the proof of Theorem γ to verify (11.9). The proof of Theorem 11.12 is
complete. ¤

We remark that in our case m1 is zero. Hence the Floer homology group does
not change when we replace C by C′. However the operator m2 may change. The
following is an easy consequence of Theorem 11.12.

Corollary 11.13. m2 and m′
2 gives the same map on cohomology.

Proof. (11.9) implies
m2 − m′

2 = ±∂ ◦ h2 ± h2 ◦ ∂.

(Note h2 = id.) Therefore m2 is chain homotopic to m′
2. ¤

Furthermore Theorem 11.2 implies coincidense of various secondary operators.
We consider the case k = 3. We assume

m2(x12, x23) = m2(x23, x34) = 0.

This is the situation where we can define Massey triple product. In our case, it
is represented by m3(x12, x23, x34) or m′

3(x12, x23, x34). Then, Theorem 11.12 and
(11.9) imply

(11.14)

m3(x12,x23, x34) − m′
3(x12, x23, x34)

= ± m2(x12, h2(x23, x34)) ± m2(h2(x12, x23), x34)

+ ∂̄(m3(x12, x23, x34)).

It follows that m3(x12, x23, x34) coincides with m′
3(x12, x23, x34) modulo elements of

the form m2(x12, •) +m2(•, x34)+ ∂̄(•). This is consistent with the usual definition
of Massey triple product.



MIRROR SYMMETRY OF ABELIAN VARIETIES AND MULTI-THETA FUNCTIONS 59

Chapter 3. Floer homology and Extension.

§12. Calculation of cohomology (the case of line bundle).

In this section, we proof a special case of Theorem δ. Namely we show

Proposition 12.1. If L is transversal to Lpt and if |L •Lpt| = 1. Then, we have :

HF k((Lst, 0), (L, α)) ∼= Hk((T 2n,Ω)∨, E(L, α))

We remark that the condition |L • Lpt| = 1 is equivalent to the condition that
E(L, α) is a line bundle.

As we mentioned in the introduction, the proof we give in this section is not
satisfactory, since here we only check the coincidence of the rank of the vector
spaces in Proposition 12.1 and does not provide a canonical isomorphism.

To show Proposition 12.1, we calculate the first Chern class of the line bundle
E(L, α). To state it, we need some notations. We assumed that L̃ is transversal to

L̃pt. Hence L̃ may be regarded as a graph of a linear isomorphism : L̃st → L̃pt.

We write it as φL : L̃st → L̃pt. In other words, x + φL(x) ∈ L̃ for any x ∈ L̃st.

We next remark that there exists an isomorphism V/L̃pt
∼= L̃st. We have

L̃st ⊕ L̃∗
pt

∼= V/L̃pt ⊕ L̃∗
pt, Γ/(Γ ∩ L̃pt) ∼= Γ ∩ L̃st ⊆ L̃st.

Definition 12.2. Let γ, γ′ ∈ Γ/(Γ∩ L̃pt) ∼= Γ∩ L̃st. µ, µ′ ∈
(
Γ ∩ L̃pt

)∨
. We define

:
EL((γ, µ), (γ′, µ′)) = µ(φL(γ′)) − µ′(φL(γ)).

Since |L • Lpt| = 1, it follows that φL

(
Γ/Γ ∩ L̃pt

)
= φL(Γ ∩ L̃st) ⊆ Γ ∩ L̃pt.

Therefore EL is integer valued. By definition, EL is anti-symmetric. We can
extend EL to an R-bilinear anti-symmetric form on L̃st ⊕ L̃∗

pt
∼= V /L̃pt ⊕ L̃∗

pt, we
denote it by the same symbol.

Lemma 12.3. EL(JΩx, JΩy) = EL(x, y), where JΩ is the complex structure on

L̃st ⊕ L̃∗
pt introduced in §1.

We will prove Lemma 12.3 later in this section.

Theorem 12.4. c1(E(L, α)) = EL. Here we regard an anti-symmetric bilinear map

EL on
(
Γ/Γ ∩ L̃pt

)
⊕

(
Γ ∩ L̃pt

)
= π1((T

2n, Ω)∨) as an element of H2((T 2n,Ω)∨; Z).

Note that Lemma 12.3 implies that EL ∈ H1,1((T 2n, Ω)∨). We will prove Theo-
rem 12.4 later in this section.

We next show that Theorem 12.4 implies Proposition 12.1. For this purpose, we
need to recall some standard results on the cohomology of line bundles on complex
tori. We define a quadratic form HL,Ω on V /L̃pt ⊕ L̃∗

pt by

(12.5) HL,Ω(x, y) = EL(JΩx, y) +
√
−1EL(x, y)

Lemma 5.6 implies that HL,Ω is hermitian. Theorem 12.4 and a classical result (see
[Mum] §16, [LB] Theorem 5.5.) implies the following :
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Corollary 12.6. Suppose that HL,Ω is nondegenerate, then we have

Hk((T 2n, Ω)∨, E(L, α)) =

{
0 k 6= Index HL,Ω,

CPfEL k = Index HL,Ω.

Here PfEL is the Pfaffian of the anti-symmetric form EL and Index HL,Ω is the
number of negative eigenvalues of the hermitian form HL,Ω. Usng |L • Lpt| = 1 it
is easy to see

(12.7) Pf EL = ]
Γ ∩ L̃pt

φL

(
Γ/(Γ ∩ L̃pt)

) = ]
Γ

(Γ ∩ L̃) + (Γ ∩ L̃st)
= |L • Lst| .

We next need the following :

Lemma 12.8. IndexHL,Ω = η(L̃st, L̃), where η is defined by Definition 2.12.

The proof will be given later in this section.
Theorem 12.1 in the case when HL,Ω is nondegenerate follows from Corollary

12.6, Lemma 12.8 and (12.7).
Let us consider the case when HL,Ω is degenerate. In other words, we consider

the case when L is not transversal to Lst. We consider the kernel Ker HL,Ω of HL,Ω.
It is easy to see that

(12.9) dim Ker HL,Ω = dimLst ∩ L.

We also have
KerHL,Ω ∩ π1((T

2n,Ω)∨) ∼= Zdim KerHL,Ω .

Hence T0 = KerHL,Ω/(KerHL,Ω ∩ π1((T
2n, Ω)∨)) is a subtorus of (T 2n,Ω)∨. Let

T/T0 = T̄ . There exists a bundle Ē on T̄ such that E(L, α) is isomorphic to the
pull back of the bundle Ē. Therefore by Künnet formula we have

(12.10) Hk((T 2n,Ω)∨, E(L, α)) ∼=
⊕

`

H`(T̄ , Ē) ⊗ Hk−`(T0; C).

On the other hand, in a similar way to (12.7) we have

(12.11) Pf c1(Ē) = ]π0(L ∩ Lst).

Moreover if we define H̄(x, y) = c1(Ē)(Jx, y) +
√
−1c1(Ē)(x, y), then we have

(12.12) Index H̄ = η(L̃st, L̃).

Since c1(Ē) is nondegenerate we can apply Theorem 12.6 to Ē . Hence (2.9),(2.10),
(2.11),(2.12) and Definition 2.6, imply Proposition 12.1. ¤

We now prove Lemmata 12.3, 12.8. We first prove Lemma 12.3. (In fact, Lemma
12.3 follows from Theorem 12.4 proven later. We prove Lemma 12.3 as a check of
the calculation of the proof of Theorem 12.4.) We put

U =
(
Γ ∩ L̃pt

)
⊕

(
Γ/(Γ ∩ L̃pt)

)∨
, U1 = Γ ∩ L̃pt, U2 =

(
Γ/Γ ∩ L̃pt

)∨
.
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We first calculate the complex structure JΩ. The symplectic form ω defines an
isomorphism Iω : L̃st → L̃∗

pt such that Iω(v)(x) = ω(x, v). Similarly the closed 2

form B determines IB : L̃st → L̃∗
pt by IB(v)(x) = B(x, v). We then find, from the

definition, that
v + σ 7→ Iωv +

√
−1 (IBv + σ)

is a complex linear isomorphism : L̃st ⊕ L̃∗
pt → L̃∗

st ⊗R C, where v, v′ ∈ L̃st, σ, σ′ ∈
L̃∗

pt. Hence

(12.13)

JΩ

(
v
σ

)
=

(
Iω 0
IB 1

)−1 (
0 −1
1 0

)(
Iω 0
IB 1

)(
v
σ

)

=

(
−I−1

ω IB −I−1
ω

Iω + IBI−1
ω IB IBI−1

ω

)(
v
σ

)
.

Therefore, for v, v′ ∈ L̃st, we have :

(12.14)

EL(JΩv, JΩv′)

= EL(Iω(v) + IBI−1
ω IB(v),−I−1

ω IB(v′))

+ EL(−I−1
ω IB(v), Iω(v′) + IBI−1

ω IB(v′))

= −ω
(
φL

(
I−1
ω IB(v′)

)
, v

)
− B

(
φL

(
I−1
ω IB(v′)

)
, I−1

ω IB(v)
)

+ ω
(
φL

(
I−1
ω IB(v)

)
, v′) + B

(
φL

(
I−1
ω IB(v)

)
, I−1

ω IB(v′)
)
.

On the other hand, since ω|L̃ = B|L̃ = 0 if follows that

(12.15) ω (v, φL (v′)) = −ω (φL (v) , v′) , B (v, φL (v′)) = −B (φL (v) , v′) .

Therefore

B
(
φL

(
I−1
ω IB(v′)

)
, I−1

ω IB(v)
)
− B

(
φL

(
I−1
ω IB(v)

)
, I−1

ω IB(v′)
)

= 0.

Moreover we have

ω
(
φL

(
I−1
ω IB(v)

)
, v′) − ω

(
φL

(
I−1
ω IB(v′)

)
, v

)

=ω
(
φL (v′) , I−1

ω IB(v)
)
− ω

(
φL (v) , I−1

ω IB(v′)
)

=B (φL (v′) , v) − B (φL (v) , v′) = 0.

Hence

(12.16) EL(JΩv, JΩv′) = 0 = EL(v, v′).

We can prove

(12.17) EL(JΩσ, JΩσ′) = 0 = EL(σ, σ′)

for σ, σ′ ∈ L̃∗
pt, in a similar way. We next calculate using (12.13), (12.15) :

(12.18)

EL(JΩv, JΩσ)

= EL(Iω(v) + IBI−1
ω IB(v),−I−1

ω (σ)) + EL(−I−1
ω IB(v), IBI−1

ω (σ))

= −ω
(
φLI−1

ω (σ), v
)
− B

(
φLI−1

ω (σ), I−1
ω IB(v)

)

+ B
(
φLI−1

ω IB(v), I−1
ω (σ)

)

= −ω
(
φL(v), I−1

ω (σ)
)

= −σ (φL(v)) = EL(v, σ).
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Lemma 12.3 follows from (12.16) , (12.17) and (12.18). ¤

We turn to the proof of Lemma 12.8. We put Ωs = ω + s
√
−1B. We remark

that the JΩs hermitian form HL,Ωs is well-defined and is nondegenerate for each
s. Hence its index is independent of s. So to prove Lemma 12.8, we may assume
B = 0. Then we have

(12.19) HL,Ω0(v, v) = EL (JΩ0 (v) , v) = EL (Iω(v), v) = ω(φL(v), v)

for v ∈ L̃st. Lemma 12.8 follows from (12.19) and the definition of η in the same
way as the proof of Lemma 6.13. ¤

The rest of this section is devoted to the proof of Theorem 12.4. We remark
that the first Chern class of E(L, α) is independent of α. Hence we put α = 0 for
simplicity. We are going find a 1-cocycle

eu(z) : U ×
(
L̃st ⊕ L̃∗

pt

)
→ C\{0}

representing our line bundle E(L,α). For this purpose, we will find a holomorphic

trivialization of the pull back bundle Ẽ(L, α) on V/L̃pt ⊕ L̃∗
pt.

Note that there is an obvious choice of trivialization Ẽ(L, 0) ∼=
(
V/L̃pt ⊕ L̃∗

pt

)
×

C. Namely, by choosing a lift L̂ ∼= Rn of L, we define a global frame s′ of Ẽ(L, 0)

by s′(v, σ) = [p̃(v)] for (v, σ) ∈ L̃st ⊕ L̃∗
pt. Here {p̃(v)} = L̂ ∩ L̂pt(v). We recall

Ẽ(L, 0)(v,σ) = C[p̃(v)] since we assumed that Ẽ(L, 0) is a line bundle.
However the frame s′ does not respect the holomorphic structure introduced in

§2. A holomorphic global frame of Ẽ(L, 0) is obtained by

(12.20) s(v, σ) = exp
(
2πQ (p̃(0), 0, v, p̃(v)) − 2π

√
−1σ(p̃(v) − v)

)
s′(v, σ).

Note v = L̂st ∩ L̂pt(v). (Compare (3.4). v, p̃(v) in (12.12) corresponds x0(v), p̃ in
(3.4).) For u1 ∈ U1, u2 ∈ U2 we have :

(12.21.1) (u1 · s′) · (v + u1, σ) = s′(v, σ),

(12.21.2) (u2 · s′) · (v, σ + u2) = exp
(
2π

√
−1u2(p̃(v) − v)

)
s′(v, σ).

((12.12.2) follows from (3.2.1),(3.2.2).) By (12.21) we obtain the following formulae.

(12.22.1)

(u1 · s)(v, σ)

= exp (2πQ (p̃(0), 0, u1 + v, p̃(u1 + v))

− 2π
√
−1σ ((u1 + v) − p̃(u1 + v))

−2πQ (p̃(0), 0, v, p̃(v)) + 2π
√
−1σ (v − p̃(v))

)
s(u1 + v, σ).

(12.22.2) (u2 · s)(v, σ) = s(v, u2 + σ).

By the definition of φL we have

(12.23) p̃(v) − v = p̃(0) + φL(v).
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Figure 14

Here we regards v ∈ V /L̃pt
∼= L̃st. Therefore a 1 cocycle eu(z) defining E(L, 0) is :

(12.24.1) eu1(v, σ) = exp
(
2πQ (p̃(v), v, v + u1, p̃(v + u1)) − 2π

√
−1σ(φL(u1))

)
,

(12.24.2) eu2(v, σ) = 1.

We put

(12.25.1) fu1(v, σ) = −
√
−1Q (p̃(v), v, v + u1, p̃(v + u1)) − σ(φL(u1)),

(12.25.2) fu2(v, σ) = 0.

Then, by a standard result (see Proposition in page 18 of [Mum]), we find that
the first Chern class of E(L, 0) is represented by :

(12.26) E(u, u′) = fu(z + u′) + fu′(z) − fu′(z + u) − fu(z).

Let u1, u
′
1 ∈ U1, u2, u

′
2 ∈ U2.

(12.27) E(u2, u
′
2) = 0

by (12.25.2). We next put f2
u1

(v, σ) = −σ(φL(u1)), f1
u1

(v, σ) = fu1 (v, σ)−f2
u1

(v, σ).
By Figure 15, we have

f1
u1

(z + u′
1) + f1

u′
1
(z) = f1

u1+u′
1
(z) = f1

u′
1
(z + u1) + f1

u1
(z).

Figure 15

Moreover f2
u1

(v, σ) is independent of v. Therefore

(12.28) E(u1, u
′
1) = 0.

We finally calculate

(17.29) E(u1, u2)(v, σ) = fu1(v, σ + u2) − fu1(v, σ) = −u2(φL(u1)) = EL(u1, u2).

Theorem 12.4 follows from (17.27),(17.28),(17.29). ¤
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§13. Isogenie.

In this section, we generalize the result of §12 and prove Theorem γ in the
case when L1(w1) and L2(w2) are transversal to each other. We first generalize
Proposition 12.1 a bit. Let L1(w1), L2(w2) be affine subtorus of T 2n such that

Ω|Li = 0. In this section, we assume that L̃i is transversal to L̃pt.

Lemma 13.1. We assume furthermore that E(Li(wi), αi) (i = 1, 2) are line bun-
dles. Then

(13.2) Extk(E(L1(w1), α1), E(L2(w2), α2)) ∼= HF k((L1(w1), α1), (L2(w2), α2))

Proof. We have

(13.3)
Extk(E(L1(w1), α1), E(L2(w2), α2))

∼= Hk((T 2n, Ω)∨, E(L1(w1), α1)
∗ ⊗ E(L2(w2), α2))

in this case. By Theorem 12.4, we have

c1 (E(L1(w1), α1)
∗ ⊗ E(L2(w2), α2)) = −EL1 + EL2

Let φLi be as in §12. Then we find a Lagrangian linear subspace L̃3 such that
−φL1 + φL2 = φL3 . Then, putting L3 = L3(v3), we have

(13.4) Pf EL3 = ] (Lst ∩ L3) = ] (L1 ∩ L2) .

Hence Theorem 12.6, (13.3) and (13.4) imply Lemma 13.1. ¤

Now the main result of this section is :

Proposition 13.5. The isomorphism (13.2) holds if L1, L2 are affine subtori of

T 2n such that Ω|Li = 0 and if L̃i is transversal to L̃pt.

Proof. Here we follow Polishchuk and Zaslow [PZ] §5.3 to reduce the proof of The-
orem 13.5 to the case of line bundles. We remark that the rank of the vector bundle
E(L(w), α) is L(w)•Lpt(v). Hence there exists a finite group G(L) ⊆ Lpt(0) ⊆ T 2n

with the following property :

(13.6.1) The order of G(L) is L(w) • Lpt(v).
(13.6.2) L(w) is G(L) invariant.
(13.6.3) G(L) acts transitively on L(w) ∩ Lpt(v).

Let G be a subgroup of G(L). We put (T 2n,Ω)
/
G = (T̄ 2n, Ω̄). We use L̃st ⊆ V =

the universal cover of T̄ 2n to define a mirror (T̄ 2n, Ω̄)∨. Let G∨ = Hom(G, U(1))
be the dual group.

Lemma 13.7. G∨ acts on (T̄ 2n, Ω̄)∨ such that (T̄ 2n, Ω̄)∨
/
G∨ = (T 2n,Ω)∨.

Proof. The universal cover of (T̄ 2n, Ω̄) is identified to the universal cover V /L̃pt⊕L̃∗
pt

of (T 2n,Ω). We remark that Γ′ = π1(T̄
2n, Ω̄) contains Γ = π1(T

2n,Ω) as an index
]G subgroup. It is easy to see

Γ′/(Γ′ ∩ L̃pt) ∼= Γ/(Γ ∩ L̃pt), (Γ′ ∩ L̃pt)/(Γ ∩ L̃pt) ∼= G.
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Hence (
Γ ∩ L̃pt

)∨
/(

Γ′ ∩ L̃pt

)∨
= G∨.

Lemma 13.7 follows. ¤
By (13.6.2), there exists a Lagrangian submanifold L̄(w̄) = L(w)/G of (T̄ 2n, Ω̄).

There is a flat connection ᾱ on L̄(w̄) such that π∗ᾱ = α. Here π : L(w) →
L̄(w̄) is the covering map. (13.6.3) implies that

∣∣L̄(w̄) • L̄pt

∣∣ = ]G(L)/G. Hence

rank E(L̄(w̄), ᾱ) = ]G(L)/G . Let π : (T̄ 2n, Ω̄)∨ → (T 2n, Ω)∨ be the G∨ covering
constructed by Lemma 13.7.

Lemma 13.8. π∗
(
E(L̄(w̄), ᾱ)

) ∼= E(L(w), α), where π∗ is the push forward of the
bundle.

Proof. We put

A(σ) =

{
σ + µ

∣∣∣∣ µ ∈
(
Γ ∩ L̃pt

)∨
}

(13.9)

B(v) =
{

p ∈ L̂pt(v)
∣∣∣ π(p) = Lpt(v) ∩ L

}
(13.10)

Let Ê(σ, v) be the vector space consisting of all maps u(λ, p) : A(α) × B(v) → C.

For (γ, µ) ∈ Γ′/(Γ′ ∩ L̃) ×
(
Γ ∩ L̃pt

)∨
, we put

(13.11) ((γ, µ)u) (λ + µ, γ + p) = exp
(
2π

√
−1µ(p − x0(v))

)
u(λ, p).

(13.11) defines actions of Γ′/(Γ′ ∩ L̃) × (Γ′ ∩ L̃pt)
∨ and of Γ/(Γ ∩ L̃) × (Γ ∩ L̃pt)

∨.

We remark however that (13.11) does not define an action of Γ′/(Γ′ ∩ L̃)× (Γ∩ L̃)∨

since the action of the two factors Γ′/(Γ′∩ L̃), (Γ∩ L̃)∨ do not commute each other.
The definition of E(L(w), α) (see (3.2)) implies the following :

(13.12)
π∗

(
E(L̄(w̄), ᾱ)

)
(Lpt(v),σ)

∼=
{

u ∈ Ê(σ, v)
∣∣∣ ∀(γ, µ) ∈ Γ′/(Γ′ ∩ L̃) × (Γ′ ∩ L̃pt)

∨, (γ, µ)u = u
}

.

(13.13)
E(L(w), α)(Lpt(v),σ)

∼=
{

u ∈ Ê(σ, v)
∣∣∣ ∀(γ, µ) ∈ Γ/(Γ ∩ L̃) × (Γ ∩ L̃pt)

∨, (γ, µ)u = u
}

.

We are going to construct an isomorphism between (13.12) and (13.13) by “Fourier
transformation”. Let γi be representatives of

Γ′/(Γ′ ∩ L̃pt)

Γ/(Γ ∩ L̃pt)

and µj be representatives of (Γ ∩ L̃pt)
∨/(Γ′ ∩ L̃pt)

∨. For u ∈ E(L(w), α)(Lpt(v),σ),

u′ ∈ π∗
(
E(L̄(w̄), ᾱ)

)
(Lpt(v),σ)

we put :

(13.14) F(u)(λ, p) =
∑

i

u(λ, γi + p)

(13.15) F′(u′)(λ, p) =
∑

j

exp
(
−2π

√
−1µj(p − x0(v))

)
u′(λ + µj , p)
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Sublemma 13.16. F(u) ∈ π∗
(
E(L̄(w̄), ᾱ)

)
(Lpt(v),σ)

. F′(u′) ∈ E(L(w), α)(Lpt(v),σ),

F′F(u) = u, FF′(u) = u.

Proof. It is easy to see F(u)(λ, γ′+p) = F(u)(λ, p) for γ′ ∈ Γ′. Let µ′ ∈
(
Γ′ ∩ L̃pt

)∨
.

We have

F(u)(µ′ + λ, p) =
∑

i

u(µ′ + λ, γi + p)

=
∑

i

exp
(
2π

√
−1µ′(γi + p − x0(v))

)
u(λ, γi + p)

= exp
(
2π

√
−1µ′(p − x0(v))

)
F(u)(λ, p).

Therefore F(u) ∈ π∗
(
E(L̄, ᾱ)

)
(Lpt(v),σ)

. The proof of F′(u′) ∈ E(L, α)(Lpt(v),σ) is

similar.
On the other hand, we have

(13.17)

F′F(u)(λ, p) =
∑

i,j

exp
(
−2π

√
−1µj(p − x0(v))

)
u(λ + µj , p+γi)

=
∑

i,j

exp
(
2π

√
−1µj(γi)

)
u(λ, p+γi)

We may choose γi and µi so that γ1 = 0, µ1 = 0 and

(13.18.1)
∑
j

exp
(
2π

√
−1µj(γi)

)
= 0 unless i = 1,

(13.18.2)
∑
i

exp
(
2π

√
−1µj(γi)

)
= 0 unless j = 1.

(13.18) implies F′F(u) = u. The proof of FF′(u) = u is similar. ¤

Now it is easy to see that F, F′ give isomorphisms asserted in Lemma 13.8. ¤

The following is an immediate consequence of Proposition 13.8.

Corollary 13.19. If L(w) is transversal to Lpt then

H∗((T̄ 2n, Ω̄)∨, E(L̄, ᾱ)) ∼= H∗((T 2n,Ω)∨, E(L(w), α)).

Proof. Corollary 13.19 follows from Lemma 13.8 and Leray spectral sequence since
the higher direct image sheaf (Rπ∗)kE(L(w), α) is zero for k > 0. ¤

Note Lst ∩ L(w) ∼= L̄st ∩ L̄(w̄). Hence Corollary 13.19 and Proposition 12.1
implies Theorem 13.5 in the case when L1 = Lpt. To prove Proposition 13.15 in
the general case, we further study isogenie. Let G(L1), G(L2) be as above. Let
G ⊆ Lpt be a finite subgroup. We define (T̄ 2n, Ω̄) as above. We study the following
three cases sparately.

Case 1. G ⊆ G(L1) ∩ G(L2) :
Let ᾱi be a flat connection on L̄1 such that π∗ᾱi = αi. We remark that π∗(ᾱi +

µ) = αi for µ ∈ G.



MIRROR SYMMETRY OF ABELIAN VARIETIES AND MULTI-THETA FUNCTIONS 67

Lemma 13.20.

π∗E(Li(wi), αi) ∼= ⊕
µ∈G∨

E(L̄i(w̄i), ᾱi + µ).

Proof. By Lemma 13.8, we have π∗
(
E(L̄i(w̄i), ᾱi)

) ∼= E(Li(wi), αi). Note that G∨

is the deck transformation group of the covering π : (T̄ 2n, Ω̄)∨ → (T 2n,Ω)∨. Hence

π∗E(Li(wi), αi) =
⊕

µ∈G∨

µ∗E(L̄i(w̄i), ᾱi).

Here we regard µ : (T̄ 2n, Ω̄)∨ → (T̄ 2n, Ω̄)∨. It is easy to see µ∗E(L̄i, ᾱi) =
µ∗E(L̄i, ᾱi + µ). Lemma 13.20 follows. ¤

Lemma 13.21.

Extk(E(L1(w1), α1), E(L2(w2), α2)) ∼=
⊕

µ∈G∨

Extk(E(L̄1(w̄1), ᾱ1), E(L̄2(w̄2), ᾱ2+µ)).

Proof. Lemma 13.8 and Lemma 13.20 imply

Extk(E(L1(w1), α1), E(L2(w2), α2)) ∼= Extk(π∗(E(L̄1(w̄1), ᾱ1)), E(L2(w̄2), α2))

∼=
⊕

µ∈G∨

Extk(E(L̄1(w̄1), ᾱ1), E(L̄2(w̄2), ᾱ2 + µ)).

(Here we use the fact that (Rπk∗)(E(L̄1(w̄1), ᾱ1)) = 0 for k > 0.) ¤

We next consider Floer cohomology. The assumption G ⊆ G(L1)∩G(L2) implies
that L1(w1) and L2(w2) are both G invariant. Hence G acts on L1(w1) ∩ L2(w2)
freely. Therefore we have

HF k((L1(w1), α1),(L2(w2), α2))

∼=HF k((L̄1(w̄1), ᾱ1), (L̄2(w̄2), ᾱ2)) ⊗R(G).(13.22)

Lemma 13.21 and (13.22) imply that if (13.2) holds for (L̄1(w̄1), ᾱ1), (L̄2(w̄2), ᾱ2)
then it holds for (L1(w1), α1), (L2(w2), α2).

Case 2. G ⊆ G(L1), G ∩ G(L2) = {1} :
We put G = {γ1, · · · , γg}. By assumption G ∩ G(L2) = {1}, we have (γ1 +

L1(w1)) ∩ (γ2 + L2(w2)) = ∅. Let L̄2(w̄2) = π(L2(w2)). π induces an isomorphism
L2(w2) ∼= L̄2(w̄2). Using this isomorphism we define ᾱ2 on L̄2(w̄2).

Lemma 13.23. E(L̄2(w̄2), ᾱ2) ∼= π∗E(L2(w2), α2).

Proof. Let (Lpt(v), σ) ∈ (T 2n, Ω)∨. Lemma 13.23 follows from

E(L2(w2), α2)(Lpt(v),σ) =
⊕

p∈L2(w2)∩Lpt(v)

C[p]

∼=
⊕

p̄∈L̄2(w̄2)∩L̄pt(v)

C[p̄] = E(L̄2(w̄2), ᾱ2)(L̄pt(v),σ).

¤
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Lemma 13.24.

Extk(E(L1(w1), α1), E(L2(w2), α2)) ∼= Extk(E(L̄1(w̄1), ᾱ1), E(L̄2(w̄2), ᾱ2)).

Proof. Lemma 13.23 and Proposition 13.8 imply :

Extk(E(L1(w1), α1), E(L2(w2), α2)) ∼= Extk(π∗E(L̄1(w̄1), ᾱ1), E(L2(w2), α2))

∼= Extk(E(L̄1(w̄1), ᾱ1), π
∗E(L2(w2), α2))

∼= Extk(E(L̄1(w̄1), ᾱ1), E(L̄2(w̄2), ᾱ2)).

¤

On the other hand, π induces an isomorphism L1(w1) ∩ L2(w2) ∼= L̄1(w̄1) ∩
L̄2(w̄2). Hence

(13.25) HF k((L1(w1), α1), (L2(w2), α2)) ∼= HF k((L̄1(w̄1), ᾱ1), (L̄2(w̄2), ᾱ2)).

Lemma 13.24 and (13.25) imply that if (13.2) holds for (L̄1(w̄1), ᾱ1), (L̄2(w̄2), ᾱ2)
then it holds for (L1(w1), α1), (L2(w2), α2).

Case 3. G ⊆ G(L2), G ∩ G(L1) = {1} :
We have E(L̄1(w̄1), ᾱ1) ∼= π∗E(L1(w1), α1) and E(L2(w2), α2) ∼= π∗E(L̄2(w̄2), ᾱ2).

Hence

Extk(E(L1(w1), α1), E(L2(w2), α2)) ∼= Extk(E(L̄1(w̄1), ᾱ1), π∗E(L2(w2), α2))

∼= Extk(π∗E(L̄1(w̄1), ᾱ1), E(L2(w2), α2))

∼= Extk(E(L̄1(w̄1), ᾱ1), E(L̄2(w̄2), ᾱ2)).

On the other hand, (13.25) holds also in this case. Therefore if (13.2) holds for
(L̄1(w̄1), ᾱ1), (L̄2(w̄2), ᾱ2) then it holds for (L1(w1), α1), (L2(w2), α2).

Combining these three cases and Lemma 13.1, the proof of Theorem 13.5 is
complete. ¤

We generalize Theorem 13.5 and prove Theorem δ in §15.
We finally prove the following converse to Proposition 3.9. We use the same

notation as Proposition 3.9

Proposition 13.26. If E(L(w), α) is isomorphic to E(L′(w′), α′) then [L(w), α] =
[L′(w′), α′]. (Namely the affine Lagrangian submanifold L(w) coincides with L′(w′)
and the flat bundle determined by α is isomorphic to one determined by α′.)

Proof. It is easy to see from Theorem 12.4 that L(w) is parallel to L′(w′), if
E(L(w), α) is isomorphic to E(L′(w′), α′). Then Definition 2.6 implies HF ((L(w), α),
(L′(w′), α′)) = 0 unless [L(w), α] = [L′(w′), α′]. On the other hand, if E(L(w), α)
is isomorphic to E(L′(w′), α′) then Ext0(E(L(w), α), E(L′(w′), α′)) is nontrivial.
Proposition 13.26 then follows from Proposition 13.5. ¤
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§14. Construction of Isomorphisms.

In this section, we construct a canonical isomorphism

Extk(E(L1(w1), α1), E(L2(w2), α2)) ∼= HF k((L1(w1), α1), (L2(w2), α2))

under the assumption of Theorem ε. We use the operators m
(0,k)
2 we constructed

in Chapter 2 for this purpose.
Let s ∈ HF k((L1(w1), α1), (L2(w2), α2)). We are going to define

[Φ(s)] ∈ Extk(E(L1(w1), α1), E(L2(w2), α2)).

In our case, where we work under the assumption of Theorem ε, the sheaf E(Li, αi)
is a vector bundle. So we use Dolbault cohomology to calculate Ext. We are going
to construct

Φ(s) ∈ D′
(
(T 2n,Ω)∨;Hom(E(L1(w1), α1),Λ

(0,k) ⊗ E(L2(w2), α2))
)

.

Here D′ denotes the space of distribution valued sections. In other words, Φ(s) is
a Hom(E(L1(w1), α1), E(L2(w2), α2)) valued (0, k) current.

We choose M1, M2 as in §5. Then we have a (distribution valued) homomorphism
:

(14.1)
m

(0,k)
2 : π∗

0,1P(L̃pt, L̃1;Lst,M1) ⊗ π∗
1,2P(L̃1, L̃2; M1,M2)

→ Λ(0,k) ⊗ π∗
0,2(P(L̃pt, L̃2;Lst,M2)).

We lifts (L1(w1), α1) ∈ M(L̃1), (L2(w2), α2) ∈ M(L̃2), to M(L̃1;M1), M(L̃2;M2)

respectively, and denote them by the same symbol. We recall M(L̃pt;Lst) =
(T 2n, Ω)∨, by definition.

We consider a submanifold M(L̃pt;Lst) × {(L1(w1), α1)} × {(L2(w2), α2)} of

M(L̃pt;Lst)×M(L̃1;M1)×M(L̃2;M2). The operator m
(0,k)
2 in (14.1) is a disctri-

bution valued section on M(L̃pt;Lst) ×M(L̃1;M1) ×M(L̃2;M2).
We first need :

Lemma 14.2. We can restrict m
(0,k)
2 in (14.1) to M(L̃pt;Lst)×{(L1(w1), α1)}×

{(L2(w2), α2)}.

Note that the restriction of distribution is not always possible. The notion of
restriction of distribution is defined, for example, in [Hö].

Proof. We recall that C̄(L̃pt, L̃1, L̃2) can be taken to be the negative eigenspace of Q

on L(L̃pt, L̃1, L̃2). (See §7,8.) Hence its pull back C(L̃pt, L̃1, L̃2) to L̃(L̃pt, L̃1, L̃2) =

V/L̃pt × V/L̃1 × V/L̃2 is transversal to V/L̃pt × 0× 0. Therefore, by definition (see

[Hö]), the wave front set of the integral current C(L̃pt, L̃1, L̃2) is contained in the

union of the conrmal bundles T ∗(C(L̃pt, L̃1, L̃2)+w) over w. (Here C(L̃pt, L̃1, L̃2)+w

is an affince spaces parallel to C(L̃pt, L̃1, L̃2).) We then find that the wave front set

of the current m
(k)
2 is contained in the push out of this union of conormal bundles.

Hence by [Hö] Theorem 2.5.11, we can restrict it to M(L̃pt;Lst)×{(L1(w1), α1)}×
{(L2(w2), α2)}. ¤
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Now we consider the restriction given by Lemma 14.2. The restriction of the bun-
dle π∗

0iP(L̃pt, L̃i;Lst,M1) to M(L̃pt;Lst) × {(L1, α1)} × {(L2, α2)} ∼= (T 2n,Ω)∨ is

E(Li, αi). The restriction of π∗
12P(L̃1, L̃2; M1, M2) to M(L̃pt;Lst)×{(L1(w1), α1)}×

{(L2(w2), α2)} ∼= (T 2n,Ω)∨ is the product bundle (T 2n,Ω)∨ × HF k((L1(w1), α1);
(L2(w2), α2)). Hence the restriction gives a distribution valued homomorphism :

m
(0,k)
2 : E(L1(w1), α1)⊗HF k((L1(w1), α1); (L2(w2), α2))

→ Λ(0,k)((T 2n, Ω)∨) ⊗ E(L2(w2), α2).

Definition 14.3. Let v be a section of E(L1(w1), α1). We then put :

Φ(s)(v) = m
(0,k)
2 (v ⊗ s).

(Note we do not assume v to be holomorphic.)

Lemma 14.4. ∂(Φ(s)) = 0.

Proof. By Theorem γ and m1 = 0, we have

∂(Φ(s)(v)) = ∂(m
(0,k)
2 (v ⊗ s)) = (−1)km

(0,k)
2 (∂v ⊗ s) = (−1)kΦ(s)(∂v).

Lemma 14.4 follows. ¤

We thus obtained a homomorphism

(14.5) Φ12 : HF k((L1, α1), (L2, α2)) → Extk(E(L1, α1), E(L2, α2)).

Before proving that Φ is an isomorphism, we check the commutativity of Diagram
1 in introduction. We assume that L̃i, i = 1, 2, 3 are mutually transversal and are
transversal to Lpt. We assume deg(L̃1, L̃2, L̃3) = 0. Then

m2 : HF ((L1(w1), α1), (L2(w2), α2)) ⊗ HF ((L2(w2), α2), (L3(w3), α3))

→ HF ((L1(w1), α1), (L3(w3), α3))

is defined for every vi, αi. (In other words, in this case, for the map (14.1), we have
k = 0 and the map is smooth.)

Theorem 14.6. Let si,j ∈ HF ((Li(wi), αi), (Lj(wj), αj)). Then we have :

Φ1,3(m2(s1,2, s23,)) = ±Φ1,2(s1,2) ◦ Φ2,3(s2,3)

Here ◦ is the Yoneda product.

Proof. Let v be a section of E(L1(w1), α1). Then, by Theorem γ, we have

Φ1,3(m2(s1,2, s2,3))(v) = m2(v,m2(s1,2, s2,3))

= ±m2(m2(v, s1,2), s2,3) ± ∂(m3(v, s1,2, s2,3)) ± m3(∂v, s1,2, s2,3).

On the other hand, by definition

m2(m2(v, s1,2), s2,3) = ±(Φ1,2(s1,2) ◦ Φ2,3(s2,3))(v).



MIRROR SYMMETRY OF ABELIAN VARIETIES AND MULTI-THETA FUNCTIONS 71

Theorem 14.6 follows. ¤

In the same way we can prove the coincidence of Massey products. We first
recall its definition. We first define Massey-Yoneda product, in the case we use in
this section. Let Ei be holomorphic vector bundles on (T 2n, Ω)∨. We assume that

Extk(Ei, Ej) is zero for k 6= η(L̃i, L̃j). Hereafter we will write η(i, j) in place of

η(L̃i, L̃j). We assume furthermore

(14.7) η(1, 2) + η(2, 3) + η(3, 4) = η(1, 4) + 1,

η(1, 2) + η(2, 3) 6= η(1, 3),(14.8.1)

η(2, 3) + η(3, 4) 6= η(2, 4).(14.8.2)

Let [ui,j ] ∈ Extη(i,j)(Ei, Ej). We represent [ui,j ] by a smooth section ui,j of Λ(0,η(i,j))⊗
Hom(Ei, Ej) satisfying ∂ui,j = 0.

By (14.8), there exists v1,3, v2,4 such that

∂v1,3 = u1,2 ∧ u2,3,(14.9.1)

∂v2,4 = u2,3 ∧ u3,4.(14.9.2)

We put
w1,2,3,4 = v1,3 ∧ u3,4 − (−1)η(1,2)u1,2 ∧ v2,4.

It is easy to check ∂w1,2,3,4 = 0.

Definition 14.10. [w1,2,3,4] ∈ Extη(1,4)(E1, E4) is called the Massey(-Yoneda) triple
product 〈u1,2, u2,3, u3,4〉.

In general, Massey product is well-defined only as an element of a coset space.
However in our case using the assumption Extd(E1, E4) = 0 for d 6= deg(1, 4), the

Massey triple product is defined as an element of Extη(1,4)(E1, E4). Namely we can
check that it is independent of the choice of representatives u1,2,u2,3,u3,4.

Next we turn to the Floer homology side. We assume that L̃i, i = 1, 2, 3, 4 are
mutually transversal and are transversal to Lpt. We also assume deg(i, j) satisfy
(14.7) and (14.8). We consider

m3 : π∗
12P(L̃1, L̃2;M1,M2) ⊗ π∗

23P(L̃2, L̃3;M2, M3)

⊗ π∗
34P(L̃3, L̃4;M3, M4) → π∗

14P(L̃1, L̃4;M1, M4).

(We remark that deg(1, 2, 3, 4) = 0 in this case.) m3 is a distribution valued ho-
momorphism and hence is not everywhere well-defined. However it is well-defined
in a Bair subset of M(L̃1; M1) × M(L̃2; M2) × M(L̃3; M3) × M(L̃4; M4). Let
([w1, α1], [w2, α2], [w3, α3], [w4, α4]) be in this set. Then m3 defines a map

(14.11)
m3 : HF ((L1(w1), α1), (L2(w2), α2))⊗ HF ((L2(w2), α2), (L3(w3), α3))

⊗ HF ((L3(w3), α3), (L4(w4), α4)) → HF ((L1(w1), α1), (L4(w4), α4)).

(14.11) is the Massey triple product of Floer homology in our case.



72 KENJI FUKAYA

Theorem 14.12. Let si,j ∈ HF ((Li(vi), αi), (Lj(vj), αj)). Then we have

〈Φ1,2(s1,2), Φ2,3(s2,3), Φ3,4(s3,4)〉 = ±Φ1,4(m3(s1,2, s2,3, s3,4)).

Proof. Let v be a section of E(L1(v1), α1). We remark that m2(s1,2, s2,3) = m2(s2,3, s3,4) =
0 by degree reason. Then, by Theorem γ, we have

(14.13)

Φ1,4(m3(s1,2, s2,3, s3,4))(v)

= m2(v,m3(s1,2, s2,3, s3,4))

= ±m3(m2(v, s1,2), s2,3, s3,4) ± m2(m3(v, s12, s23), s34)

± ∂m4(v, s1,2, s2,3, s3,4) ± m4(∂v, s12,, s2,3, s3,4).

Let us consider current valued section v 7→ m3(v, s1,2, s2,3), which we put Φ1,2,3(s1,2, s2,3).

Lemma 14.14.

∂(Φ1,2,3(s1,2, s2,3)) = ±Φ1,2(s1,2) ◦ Φ2,3(s2,3).

Proof. By Theorem γ, we have :

∂(Φ1,2,3(s1,2, s2,3)(v)) = ∂(m3(v, s1,2, s2,3))

= ±m2(m2(v, s1,2), s2,3) ± m3(∂v, s1,2, s2,3).

The lemma follows. ¤

By (14.13) and Lemma 14.14, we have

Φ1,4(m3(s1,2, s2,3, s3,4))(v)

= ±Φ2,3,4(s2,3, s3,4)(Φ1,2(s1,2)(v)) ± Φ34(s34)(Φ123(s12, s23)(v))

± ∂m4(s12, s23, s34, v) ± m4(s1,2, s2,3, s3,4, ∂v)

≡± 〈Φ1,2(s1,2),Φ2,3(s2,3),Φ3,4(s3,4)〉(v) mod Im ∂.

Theorem 14.12 follows. ¤

We can continue and can check the coincidence of higher Massey products in a
similar way.

We next check that the map Φi,j is independent of the choice of the system
of chains C. We assume that m′

k is homotopy equivalent to mk in the sense of
Definition 11.8 and hk be the homotpy between them. We use m′

k in place of mk

and obtain

Φ′
1,2 : HF k((L1(w1), α1), (L2(w2), α2)) → Extk(E(L1(w1), α1), E(L2(w2), α2)).

Lemma 14.15. Φ1,2 = Φ′
1,2.

Proof. Let s ∈ HF k((L1(w1), α1), (L2(w2), α2)) and v be a section of E(L1(w1), α1).
Definition 11.8 implies

∂(h2(v, s)) ± h2(∂v, s) = m2(v, s) − m′
2(v, s) = Φ1,2(s)(v) − Φ′

1,2(s)(v).

Thus Φ1,2(s) represents the same cohomology class as Φ′
1,2(s). ¤

Now we are going to prove the main result of this chapter :
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Theorem 14.16. Φi,j is an isomorphism.

Proof. We already proved that the rank of the left hand side of (14.5) coincides
with the right hand side of (14.5) in §13. So it suffices to show that Φij is injective.
We use Axiom III here.

Remark 14.17. We did not use Axiom III in the construction of Φi,j . (We mainly
used Maurer-Cartan equation, which follows from Axiom II.) In fact Axiom I,II are
satisfied if we put C ≡ 0. Then Φi,j = 0. Hence the results of this section (except
Theorem 14.16) is obviously satisfied. We need Axiom III to make sure that our
operators are nontrivial.

We remark that there exists a nondegenerate pairing

〈·, ·〉 : Extk(E(L1(w1), α1), E(L2(w2), α2))

⊗ Extn−k(E(L2(w2), α2), E(L1(w1), α1)) → C.

that is the Serre duality. (Note the canonical bundle of the torus is trivial.)

On the other hand, if k = η(L̃1, L̃2) = n − η(L̃2, L̃1) then

HF k((L1(w1), α1), (L2(w2), α2)) ∼= HFn−k((L2(w2), α2), (L1(w1), α1))

∼=
⊕

p∈L1∩L2

C[p].

We use it to define a perfect pairing

〈·, ·〉 :
∑

ap[p] ⊗
∑

bp[p] 7→
∑

apbp

between HF k((L(w1)1, α1), (L2(w2), α2)) and HFn−k((L2(w2), α2), (L1(w1), α1)).
Now Theorem 14.16 follows from the following :

Theorem 14.18.

〈Φ1,2(s1,2), Φ2,1(s2,1)〉 = C〈s1,2, s2,1〉.

Here C is a nonzero constant.

Proof. We will calculate Φ1,2(s1,2) and Φ2,1(s2,1) more explicitely. We may re-

gard L(L̃pt, L̃1, L̃2) ∼= V /L̃pt. By definition, we may choose C(L̃pt, L̃1, L̃2) ⊂
L(L̃pt, L̃1, L̃2) as a codimention k linear subspace where Q is positive definite. (We
remark that Lemma 14.15 implies that we may take arbitrary C satisfying Axioms
I,II,III to prove Theorem 14.16.) Furthermore we may assume C(L̃pt, L̃1, L̃2)∩Γ ∼=
Zn by perturbing it a bit if necessary. We put C(L̃pt, L̃1, L̃2)∩Γ = Γ1 ⊂ Γ/(Γ∩L̃pt).
Let us consider the case s1,2 = [p], where p ∈ L1 ∩ L2. Let p̃ ∈ V be a lift of it.
Then the support of the current Φ1,2([p]) is in

(14.19)

T =
{

[v]
∣∣∣ p̃ ∈ L̂pt(v) + C(L̃pt, L̃1, L̃2)

}

=
{

[v]
∣∣∣ v − [p̃] ∈ C(L̃pt, L̃1, L̃2)

}

∼= T n−k ⊂ (V/L̃pt)/(Γ/(Γ ∩ L̃pt)).
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We consider [v] ∈ T . Let q1 ∈ Lpt(v)∩L1(w1), q2 ∈ Lpt(v)∩L2(w2). We are going
to calculate the [q2] coefficient of Φ1,2([p])([q1]). It is zero unless

(14.20) q1, q2 ∈ p̃ + C(L̃pt, L̃1, L̃2) + L̃pt mod Γ.

In case (14.20) holds, we choose lifts q̃1,q̃2 of q1,q2 to V such that

(14.21) q̃1, q̃2 ∈ p̃ + C(L̃pt, L̃1, L̃2) + L̃pt.

We may assume furthermore, q̃1 ∈ L̂1(p̃), q̃2 ∈ L̂2(p̃).

We define q̃1(γ), q̃2(γ) by {q̃1(γ)} = L̂1(p̃)∩ L̂pt(v+γ), {q̃2(γ)} ∈ L̂2(p̃)∩L̂pt(v+
γ). We put

Γ′
1 = {γ ∈ Γ′

1|π(q̃1(γ)) = q1, π(q̃2(γ)) = q2},

and

(14.22)

Θ
(k)
0 (v, σ)p,q1,q2 =

∑

γ∈Γ′
1

exp(−2πQ(q̃1(γ), p̃, q̃2(γ))

+ 2π
√
−1H(α1, σ, α2; q̃1(γ), p̃, q̃2(γ))).

Figure 16

Let CT be the k current such that

∫

T n

CT ∧ u =

∫

T

u

for n−k form u on T n = (V/L̃pt)/(Γ/(Γ∩ L̃pt)). We pull it back to (T 2n, Ω)∨. Let

C
(0,k)
T be the (0, k) component of the pull back. By definition, the [q2] coefficient of

Φ12([p])([q1]) around (v, σ) is Θ
(k)
0 (v, σ)p,q1,q2C

(0,k)
T . We remark that

(14.23) Θ
(k)
0 (v, σ)p,q1,q2 =

∑

γ∈Γ′
1

Cγ exp
(
2π

√
−1σ(q2(γ) − q1(γ))

)
.

where Cγ is independent of σ.

We next consider Φ2,1(s2,1). Note L(L̃pt, L̃1, L̃2) ∼= L(L̃pt, L̃2, L̃1) ∼= V/L̃pt.
Then we may identify Q|L(L̃pt,L̃1,L̃2) = −Q|L(L̃pt,L̃2,L̃1)

by this isomorphism. Hence

C(L̃pt, L̃1, L̃2) is transversal to C(L̃pt, L̃2, L̃1).
Let p′ ∈ L1(w1)∩L2(w2). We consider s2,1 = [p′]. Let p̃′ ∈ V be its lift. We put

(14.24)
T ′ =

{
[v]

∣∣∣ v − p̃′ ∈ C(L̃pt, L̃2, L̃1)
}

∼= T k ⊂ (V /L̃pt)/(Γ/Γ ∩ L̃pt).
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Let [v] ∈ T ′, and q1 ∈ Lpt(v) ∩ L1(w1), q2 ∈ Lpt(v) ∩ L2(w2). We define

(14.25)

Θ
(n−k)
0 (v, σ)p′,q2,q1 =

∑

µ∈Γ2

exp(2πQ(q′1(µ), p̃′, q′2(µ))−

2π
√
−1H(α1, σ, α2; q

′
1(µ), p̃′, q′2(µ))

)
.

Here {q̃′1(µ)} = L̂1(p̃
′) ∩ L̂pt(v + µ), {q̃′2(µ)} = L̂2(p̃

′) ∩ L̂pt(v + µ) and

Γ′
2 = {µ ∈ C(L̃pt, L̃2, L̃1) ∩ Γ ⊂ Γ/(Γ ∩ L̃pt)|π(q̃′1(µ)) = q1, π(q̃′2(µ)) = q2}.

By definition, the [q1] component of Φ21([p
′])([q2]) at (v, σ) is Θ

(n−k)
0 (v, σ)p′,q2,q1C

(0,n−k)
T ′ .

(14.25) implies

(14.26) Θ
(n−k)
0 (v, σ)p′,q2,q1 =

∑

µ∈Γ′
2

C′
γ exp

(
−2π

√
−1σ(q̃′2(µ) − q̃′1(µ))

)
.

Let ωn be the nontrivial holomorphic n form on (T 2n,Ω)∨. We have :

(14.27)

∫

(T 2n,Ω)∨
Φ̃0([p])∧Φ̃0([p

′]) ∧ ωn

= C
∑

v∈T∩T ′

∫
Θ

(k)
0 (v, σ)p,q1,q2∧Θ

(n−k)
0 (v, σ)p′,q2,q1 dσ.

By (14.23) and (14.26), we find that (14.27) is equal to

(14.28) C
∑

γ∈Γ′
1,

µ∈Γ′
2

CγCµ

∫
exp

(
2π

√
−1σ (q̃2(γ) − q̃1(γ) − q̃′2(µ) + q̃′1(µ))

)
dσ.

The integral in (14.28) is zero unless

(14.29) q̃1(γ) − q̃2(γ) − q̃′1(µ) + q̃′2(µ) = 0.

Lemma 14.30. If (14.29) holds then we have :

(14.31) q̃1(γ) − q̃2(γ) = q̃′1(µ) − q̃′2(µ) = 0.

Proof. We define φ : V/L̃pt → L̃pt as follows. Let x ∈ V/L̃pt. We put

{q̃1(x)} = L̃pt(v + x) ∩ L̃1(p̃),

{q̃2(x)} = L̃pt(v + x) ∩ L̃2(p̃).

Then we define
φ(x) = q̃2(x) − q̃1(x).

Since L̃1 ∩ L̃pt = L̃2 ∩ L̃pt = L̃1 ∩ L̃2 = 0, it follows that φ is an isomorphism.
The lemma then follows from q̃1(γ) − q̃2(γ) = φ(γ), q̃′1(µ) − q̃′2(µ) = φ(µ), γ ∈
C(L̃pt, L̃1, L̃2), µ ∈ C(L̃pt, L̃2, L̃1), C(L̃pt, L̃1, L̃2) ∩ C(L̃pt, L̃2, L̃1) = {0}. ¤

Since L̂1(p̃) ∩ L̂2(p̃) = {p̃}, L̂1(p̃
′) ∩ L̂2(p̃

′) = {p̃′}, it follows from (14.31) that

(14.32) p̃ = q̃1(γ) = q̃2(γ), p̃′ = q̃′1(µ) = q̃′2(µ).

Therefore [p̃] = [q1] = [p̃′]. In this case, we may choose p̃ = p̃′. Then (14.28) is
CC0C0Vol(Tn) and is a constant. The proof of Therem 14.18 is complete. ¤

As we remarked before, Theorem 14.18 implies Theorem 14.16. ¤
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§15. The general case.

In this section, we generalize Proposition 13.5 and prove Theorem δ. We first
consider the case when L1(w1) is transversal to L2(w2). (We do not assume that
they are transversal to Lpt.) We consider

T (Li(wi), αi) =
{

[v, σ] | wi − v ∈ L̃i + L̃pt, αi|L̃∩L̃pt
− σ|L̃∩L̃pt

= 0
}

⊆ (T 2n,Ω)∨.

as in §4.

Lemma 15.1. If L1(w1) is transversal to L2(w2) then T (L1(w1), α1) is tranversal
to T (L2(w2), α2).

Proof. Let [v, σ] ∈ T (L1(w1), α1) ∩ T (L2(w2), α2). We may identify

T[v,σ](T
2n,Ω)∨ = V/L̃pt ⊕ L∗

pt.

Then
T[v,σ]T (Li(wi), αi) = (L̃i + L̃pt)/L̃pt ⊕ (L̃i ∩ L̃pt)

⊥.

The lemmma follows. ¤

By definition, the sheaf E(Li(wi), αi) is a direct image sheaf of a holomorphic
vector bundle on T (Li(wi), αi). Here we recall the following well-known lemma.

Let M be a complex manifold and Ni be complex submanifolds of codimention
di. We assume that N1 is transversal to N2. Let Ei be a holomorphic vector bundle
on Ni. Let Ii : Ni → M be the inclusion and πi : NNi → Ni be the normal bundle.

Lemma 15.2. We assume Λd1NN1|N1∩N2 is trivial. Then we have

Extk(I1∗E1, I2∗E2) ' Extk−d1(E1|N1∩N2 , E2|N1∩N2).

Proof. We consider the Kozul complex

(15.3) 0 → Λd1NN1 → · · · → Λ1NN1 → C → 0.

We take a tubular neighborhood of N1 and pull back (15.3) there. We also extend

E1 to a neighborhood of N and denote it by Ẽ1. Then

(15.4) 0 → π∗
1Λ

d1NN1 ⊗ Ẽ1 → · · · → π∗
1Λ1NN1 ⊗ Ẽ1 → π∗

1C ⊗ Ẽ1 → I1∗E1 → 0

is a locally free resolution. Therefore, using the assumption that Λd1NN1|N1∩N2 is
trivial, we have

Extk(I1∗E1, I2∗E2) ∼=
{

0 if k 6= d1,

I∗Hom(E1|N1∩N2 , E2|N1∩N2) if k = d1.

Here I : N1 ∩ N2 → M is the inclusion. The lemma follows easily. ¤

We put
W = (L̃1 + L̃pt) ∩ (L̃2 + L̃pt),

W0 = {w ∈ W | ∀v ∈ W,ω(w, v) = 0}.
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We remark
W0 = (L̃1 ∩ L̃pt) + (L̃2 ∩ L̃pt)

= {w ∈ W | ∀v ∈ W,Ω(w, v) = 0}.

Since L̃pt ⊂ W is Lagrangian linear space, we have W0 ⊆ L̃pt ⊆ W . We define

(15.5) W̄ = W/W0.

W̄ carries a symplectic structure. (In fact, W̄ is the linear symplectic reduction of
V with respect to W0. ) The B field on V induces one on W̄ .

We put Γ̄ = (Γ ∩ W )/(Γ ∩ W0). Γ̄ is a lattice of W̄ . In a way similar to §4 we
define :

L̃−
pt = L̃pt/W0 ⊂ W̄ ,

L̃−
st = ((L̃st + W0) ∩ W )/W0,

L̃−
i = ((L̃i + W0) ∩ W )/W0.

They are Lagrangian submanifolds by [MS2] Lemma 2.7. We define a mirror torus

(W̄/Γ̄, Ω̄)∨ using L̃−
pt. It is easy to see

W̄/L̃−
pt

∼= W/L̃pt ⊆ V /L̃pt,(15.6.1)

(L̃−
pt)

∗ ∼= W⊥
0 ⊆ L̃∗

pt.(15.6.2)

Hence (W̄/Γ̄, Ω̄)∨ ⊆ (T 2n,Ω)∨. We can prove the following lemma in a way similar
to §4.

Lemma 15.6. Connected components of T = T (L1(w1), α1) ∩ T (L2(w2), α2) are
orbits of (W̄/Γ̄, Ω̄)∨.

We decompose T as a union of complex subtori T = ∪`T`. Let (v`, σ`) ∈ T`. We
define an isomorphism I(v`,σ`) : (W̄/Γ̄, Ω̄)∨ → T` by I(v`,σ`)(g) = g(v`, σ`).

Let (u, σ) ∈ T`, pi ∈ Lpt(u) ∩ Li(wi). We can find a lift p̃i ∈ V of pi such that

(15.7) p̃i − ṽ` ∈ (L̃1 + Lpt) ∩ (L̃2 + Lpt) = W.

Moreover the lift p̃i ∈ V satisfying (15.7) is unique modulo the action of W ∩ Γ.
Hence

f`,i(pi) := [p̃i − ṽ`] ∈ W̄/Γ̄

depends only on pi, `. We put

(15.8) L−
i (wi(v`)) = {f`,i(p)|∃u pi ∈ Lpt(u) ∩ Li(wi)}.

(It is easy to see that the right hand side of (15.8) is parallel to L−
i .)

Using the splitting V = L̃st ⊕ L̃pt, we have a projection πL̃st
: V → L̃pt. We put

(15.9) ᾱi,σ0 = αi − π∗
L̃pt

(σ0) ∈ (L̃−
i )∗ ⊆ L̃∗

i .

We remark that L̃−
i is transversal to L̃−

pt. Now, by Definition 4.12, we have the
following :
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Lemma 15.10.

I(v`,σ`)∗E(L−
i (wi(v`)), ᾱi,σ0)

∼= E(Li(wi), αi)|T`
.

We also have :

Lemma 15.11.

]π0(T ) · ](L−
1 (w1(v`)) ∩ L−

2 (w2(v`))) = ](L1(w1) ∩ L2(w2)).

Proof. Let x ∈ L1(w1)∩L2(w2). Then there exists unique y ∈ (V/Γ)/(Lpt/Γ) such
that x ∈ Lpt(y). Then [y, σ] ∈ T for some σ. Let [y, σ] ∈ T`. Then f`,1(x) =
f`,2(x) ∈ L−

1 (w1(v`)) ∩ L−
2 (w2(v`)).

On the other hand, given ` and z ∈ L−
1 (w1(v`))∩L−

2 (w2(v`)), it is easy to find x ∈
L1(w1) ∩ L2(w2) such that z = f`,1(x) = f`,2(x). We remark that ](L−

1 (w1(v`)) ∩
L−

2 (w2(v`))) is independent of `. The proof of Lemma 15.11 is complete. ¤

On the other hand, we have :

Lemma 15.12.

η(L̃−
1 , L̃−

2 ) + dim L̃1 ∩ L̃pt = η(L̃1, L̃2).

Proof. We devide

V ∼= (W0 ⊕ W⊥) ⊕ W/W0

and split L̃i = L̃1
i ⊕L̃2

i respectively, where L̃1
i = L̃i∩W0, L̃2

i = L̃−
i = (L̃i∩W )/(L̃i∩

W0), (i = 1, 2, pt). Note that W0 ⊕ W⊥, W/W0 are symplectic vector spaces and

L̃1
i , L̃2

i are their Lagrangian subspaces.
It is easy to see from definition that

η(L̃1
1, L̃

1
2, L̃

1
pt) + η(L̃2

1, L̃
2
2, L̃

2
pt) = η(L̃1, L̃2, L̃pt).

The defininition in §2 of the Maslov index η between two Lagrangian subspaces
depends on the choice of L̃pt. We use L̃1

pt, L̃2
pt to define η(L̃1

1, L̃
1
2), η(L̃2

1, L̃
2
2). Now,

by (2.16), we have

η(L̃−
1 , L̃−

2 ) = η(L̃2
1, L̃

2
2) = η(L̃2

1, L̃
2
2, L̃

2
pt),

η(L̃1, L̃2) = η(L̃1, L̃2, L̃pt) − dim L̃2 ∩ L̃pt.

Lemma 15.12 follows from Sublemma 15.13 and dim W0 = dim L̃2 ∩ L̃pt +dim L̃1 ∩
L̃pt. ¤

Sublemma 15.13.

η(L̃1
1, L̃

1
2, L̃

1
pt) = dim W0.

Proof. We may identify W0 ⊕W⊥ = T ∗W0 = T ∗Rm1+m2 , and L̃1
1, L̃2

1 are conormal
bundles of Rm1 ⊕ 0, 0 ⊕ Rm2 , respectively. We use the notation of §2. We let
L̃0 be the fiber of T ∗Rm1+m2 . We perturb L̃1

1 and L̃2
1 so that they are graphs of
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d(x2
1 + · · ·x2

m1
) + 0, 0 + d(x2

m1+1 + · · ·x2
m2

) respectively. Note L̃1
pt = W0 is the zero

section. Hence ηL0(L̃
1
1, L̃

1
2) = m2, ηL0(L̃

1
2, L̃

1
pt) = 0, ηL0(L̃

1
pt, L̃

1
1) = m1. Therefore,

η(L̃1
1, L̃

1
2, L̃

1
pt) = 2(m1 + m2) − (m2 + 0 + m1) = m1 + m2 = dim W0

as required. ¤

We apply Theorem 13.5 to E(L−
i (wi(v`)), ᾱi,σ0), i = 1, 2 and obtain

(15.14)
Extη(L̃−

1 ,L̃−
2 )(E(L−

1 (w1(v`)), ᾱ1,σ0)), E(L−
2 (w2(v`)), ᾱ2,σ0))

= C](L−
1 (w1(v`))∩L−

2 (w2(v`))).

Lemmata 15.2, 15.11,15.12 and (15.14) imply Theorem δ, in the case when L1(w1)
is transversal to L2(w2). ¤

Now we remove the assumption that L1(w1) is transversal to L2(w2). We define

L̃−
pt, L̃−

st, L̃−
i by the same formula as before.

T (L1(w1), α1) is no longer transversal to T (L1(w2), α2). However they cleanly
intersect to each other. We generalize Lemma 15.2 to handel this case.

Let M be a complex manifolds Ni be complex submanifolds of codimention di.
We assume that N1 cleanly intersect to N2. We also assume that the dimension of
dim N1 ∩ N2 is independent of the connected components. Let Ei be holomorphic
vector bundles on Ni. We put d12 = dimC M +dimC N1∩N2 −dimC N1−dimC N2.
We consider the holomorphic vector bundle

N =
TM |N1∩N2

TN1|N1∩N2 + TN1|N1∩N2

on N1 ∩ N2. Note that the rank of N is d12. We assume that N and NN1|N1∩N2

are trivial bundles. Let Ii : Ni → M be inclusion. Under this assumption, we have
:

Lemma 15.15. We have

Extk(I1∗E1, I2∗E2) '
⊕

`

(
Extk+d12−d1−`(E1|N1∩N2 , E2|N1∩N2) ⊗ H`(T d12 ; C)

)
.

We can prove Lemma 15.15 in a way similar to Lemma 15.12 by using Kozul
resolution. We omit the proof.

We go back to our case of torus. We assume T (L1(w1), α2)∩T (L2(w2), α2) 6= ∅.
We put

d12 = n + dimC(T (L1(w1), α2) ∩ T (L2(w2), α2)

− dimC T (L1(w1), α1) − dimC T (L2(w2), α2),

h12 = dimC L̃−
1 ∩ L̃−

2 ,

di = n − dimC T (Li(wi), αi) = dim L̃i ∩ L̃pt.
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Lemma 15.16. d12 + h12 = dim L̃1 ∩ L̃2.

Proof. We split V , L̃i as in the proof of Lemma 15.12. Then

dim L̃1
1 ∩ L̃1

2 = dim L̃1 ∩ L̃2 ∩ L̃pt = dim
V

L̃1 + L̃2 + L̃pt

= d12,

dim L̃2
1 ∩ L̃2

2 = dim L̃−
1 ∩ L̃−

2 = h12.

The lemma follows. ¤

Lemma 15.17. d1 − d12 + η(L̃−
1 , L̃−

2 ) = η(L̃1, L̃2).

Proof. We use the same notation as in the proof of Lemma 15.12. By (2.16), we
have

η(L̃−
1 , L̃−

2 ) = η(L̃2
1, L̃

2
2, L̃

2
pt) − dim L̃−

1 ∩ L̃−
2 ,

η(L̃1, L̃2) = η(L̃1, L̃2, L̃pt) − dim L̃1 ∩ L̃2 − dim L̃2 ∩ L̃pt.

Hence, using Lemma 15.16, we have :

η(L̃1, L̃2) − η(L̃−
1 , L̃−

2 ) = η(L̃1
1, L̃

1
2, L̃

1
pt) − d12 − dim L̃2 ∩ L̃pt.

We next calculate η(L̃1
1, L̃

1
2, L̃

1
pt). We have W0 = Rd12 ⊕Rm1⊕Rm2 and can identify

L̃1
1, L̃1

2 with the conormal bundles of Rd12 ⊕ Rm1 ⊕ 0, Rd12 ⊕ 0⊕Rm2 , respectively.

We perturb them (while keeping the dimension of L̃1
i ∩ L̃1

j , i, j = 1, 2,pt) so that

L̃1
1 is a graph of d(x2

d12+1 + · · ·+x2
d12+m1

), and that L̃1
2 is a graph of d(x2

d12+m1+1 +

· · · + x2
d12+m1+m2

). Hence ηL0(L̃
1
1, L̃

1
2) = m2, ηL0(L̃

1
2, L̃

1
pt) = 0, ηL0(L̃

1
pt, L̃

1
2) = m1.

Therefoer η(L̃1
1, L̃

1
2, L̃

1
pt) = 2 dim W0 − m1 − m2 = 2d12 + m1 + m2.

On the other hand, dim L̃2 ∩ L̃pt = d12 + m2. Therefore

η(L̃1, L̃2) − η(L̃−
1 , L̃−

2 ) = m1.

We can see easily m1 + d12 = dim L̃1 ∩ L̃pt = codimC T (L1(w1), α1) = d1. Lemma
15.17 follows. ¤

We next generalize Lemma 15.11. Suppose T = T (L1(w1), α1) ∩ T (L2(w2), α2)
is nonempty. We devide it to connected components as T = ∪`T`. We define
L−

i (wi(v`)) in the same way as before.

Lemma 15.18. We assume that α1 − α2 is zero on L̃1 ∩ L̃2. Then the following
condition (15.19) are equivalent to (15.20).

(15.19) T = T (L1(w1), α1) ∩ T (L2(w2), α2) is nonempty and L−
1 (w1(v`)) ∩

L−
2 (w2(v`)) is nonempty.

(15.20) L1(w1) ∩ L2(w2) is nonempty.

Moreover, in case (15.19), (15.20) are satisfied, we have

]π0(T ) · ]π0(L
−
1 (w1(v`)) ∩ L−

2 (w2(v`))) = ]π0(L1(w1) ∩ L2(w2)).

The proof is a straight forward generalization of the proof of Lemma 15.11 and
is omitted.
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Now we are in the position to complete the proof of Theorem δ. We put

z1 = ]π0(T (L1(w1), α2) ∩ T (L2(w2), α2)),

z2 = ]π0(L
−
1 (w1(v`)) ∩ L−

2 (w2(v`))).

Lemma 15.16 and 15.18 implies

(15.21) HF k((L1(w1), α1), (L2(w2), α2)) ∼= (Hk−η(L̃1,L̃2)(T d12+h12 ; C))⊕z1z2 .

In fact, if (15.20) is not satisfied then the left hand side is zero. On the other hand,
in that case z1z2 = 0 since (15.19) is not satisfied.

If (15.20) is satisfied, then (15.21) follow from the definition of Floer homology,
z1z2 = ]π0(L1(w1) ∩ L2(w2)) and dim L1(w1) ∩ L2(w2) = d12 + h12.

On the other hand, we have

(15.22)
HF k((L−

1 (w1(v`)), ᾱ1,σ0), (L
−
2 (w2(v`)), ᾱ2,σ0))

∼= (Hk−η(L̃−
1 ,L̃−

2 )(T h12 ; C))⊕z2 ,

where αi,σ0 is defined in the same way as (15.9).
We use Theorem 13.5 and obtain

(15.23)
HF k((L−

1 (w1(v`)), ᾱ1,σ0), (L
−
2 (w2(v`)), ᾱ2,σ0))

∼= Extk(E(L−
1 (w1(v`)), ᾱ1,σ0), E(L−

2 (w2(v`)), ᾱ2,σ0)).

Hence, by Lemmata 15.15, 15.17 and (15.21), (15.22), (15.23), we have

HF k((L1(w1), α1), (L2(w2), α2)) ∼= Extk(E(L1(w1), α1), E(L2(w2), α2)),

The proof of Theorem δ is now complete. ¤
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Chapter 4. Lagrangian resolution.

§16. Lagrangian resolution.

The purpose of this section is to show that multi theta function mk describes
various important properties of the sheaves on complex tori. In fact, in this section,
we do not use so much the fact that our complex manifold is a torus. Many of the
arguments of this section may be generalized to more general complex manifolds if
we can construct mk satisfying Theorem γ on it. We study the derived category
D(T 2n,Ω)∨ of coherent sheaves of complex torus. For F ∈ Ob(D((T 2n,Ω)∨)), u ∈ Z
let F[u] ∈ Ob(D((T 2n,Ω)∨)) be the object obtained by shifting degree. Namely
Hk((T 2n,Ω)∨,F [u]) ∼= Hk+u((T 2n,Ω)∨,F) . Roughly speaking, we construct ob-
jects such as

⊕

a

E (L0,a(w0,a), α0,a) [−u(0, a)] → · · · →
⊕

a

E (LI,a(wI,a), αI,a) [−u(I, a)].

(Note E [−k] is E which sits in degree k.) We consider

(16.1) xi,j;a,b ∈ HF i−j+u(j,b)−u(i,a)+1 ((Li,a(wi,a), αi,a), (Lj,b(wj,b), αj,b))) ,

where Lj,b(wj,b) are affine Lagrangian submanifolds transversal to each other and
to Lpt. For each 0 ≤ i < j ≤ k , a, b we consider an equation

(16.2)
∑

k

∑

i=`(1)<···<`(k+1)=j
a=c(1),··· ,c(k+1)=b

(−1)µmk(x`(1),`(2);c(1),c(2), · · · ,

x`(k),`(k+1);c(k),c(k+1)) = 0.

The sign (−1)µ is so that it will be equivalent to :

(16.3)
∑

k

∑

i=`(1)<···<`(k+1)=j
a=c(1),··· ,c(k+1)=b

m̃k

[
x`(1),`(2);c(1),c(2)

∣∣ · · ·
∣∣x`(k),`(k+1);c(k),c(k+1)

]
= 0.

(Note that all terms are of degree i− j +u(j, b)−u(i, a)− 1 after shifted.) Here m̃k

is different from mk only by sign and is defined by

mk = s−1 ◦ m̃k ◦ (s ⊗ · · · ⊗ s).

Definition 16.4. We say a system L = (((Li,a(wi,a), αi,a)) , (u(i, a)), (xi,j;a,b)) to
be a Lagrangian resolution, if (16.2) is satisfied.

The following is a restatement of Theorem φ.

Theorem 16.5. For any Lagrangian resolution L, we can associate an object
E(L) ∈ Ob

(
D

(
(T 2n,Ω)∨

))
.
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Remark 16.6. We remark that a pair (L(w), α) may be regarded as a Lagrangian
resolution. In that case, E(L(w), α) in Theorem 16.5 coincides with one we con-
structed before.

Proof. We consider a direct sum of holomorphic vector bundles :

(16.7) C(L) = Λ(0,d) ⊗


⊕

d,i,a

E(Li,a(wi,a), αi,a)




where the degree of an element of Λ(0,d)⊗E(Li,a(wi,a), αi,a) is d+i−u(i, a). We will
define a boundary operator on (16.7) and will regard it as a complex of O(T 2n,Ω)∨

module sheaves. Let i = `(1) < · · · < `(k) = j, a = c(1), c(2), · · · , c(k) = b. We

put ~̀ = (`(1), · · · , `(k)) ~c = (c(1), · · · , c(k)). Let

(16.8)

d(~̀, ~c) =

k−1∑

s=1

(`(s) − `(s + 1) + u(`(s + 1), c(s + 1)) − u(`(s), c(s)) + 1)

+ 2 − k

= `(1) − `(k) + c(k) − c(1) + 1.

Hereafter we use m̃k in place of mk to simplify the sign convention.

Definition 16.9. We define a distribution valued homomorphism

m̃(~̀,~c) : E(Li,a(wi,a), αi,a) → Λ(0,d(~̀,~c)) ⊗ E(Lj,b(wj,b), αj,b),

by

(16.10) m̃
(~̀,~c)

(z) = m̃
(0,d(~̀,~c))
k

[
z|x`(1),`(2);c(1),c(2)| · · · |x`(k−1),`(k);c(k−1),c(k)

]
,

where z ∈ E(Li,a(wi,a), αi,a)(v,σ)
∼= HF n((Lpt(v), σ), (Li,a(wi,a), αi,a)).

(16.8) implies that the right hand side of (16.10) is in E(Lj,b(wj,b), αj,b)(v,σ)
∼=

Λ(0,d(~̀,z)) ⊗ HFn(Lpt(v), σ), (Lj,b(wj,b), αj,b)).

Definition 16.11. Let S = (si,a) be a smooth section of C(L). We define a

distribution valued section ˆ̄∂S of C(L) by

(16.12)
(
ˆ̄∂S

)
j,b

= ∂̄sj,b +
∑

~̀,~c

(−1)deg S+d(~̀,~c)m̃(~̀,~c)(si,a),

where deg S is the degree of S as a distribution. Here the sum is taken over all

(~̀,~c) such that i = `(1) < · · · < `(k) = j, a = c(1), c(2), · · · , c(k) = b.

Lemma 16.13. ˆ̄∂ ◦ ˆ̄∂ is well-defined and ˆ̄∂ ◦ ˆ̄∂ = 0.

Proof. Note that ˆ̄∂S is in general not well-defined for a distribution section S.

However we can prove that ˆ̄∂ ◦ ˆ̄∂(S) is well-defined for smooth S in a similar way
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to the proof of Lemma 14.2. We introduce some notations. Let `1(k1) = `2(1) and
c1(k1) = c2(1). We put

(~̀1 ∪ ~̀
2)(i) =

{
`1(i) if i ≤ k1,

`2(i − k1 + 1) if i > k1.

(~c1 ∪ ~c2)(i) =

{
c1(i) if i ≤ k1,

c2(i − k1 + 1) if i > k1.

We calculate

(16.14)

((ˆ̄∂ ◦ ˆ̄∂)S)j,b

= ∂̄∂̄sj,b +
∑

~̀,~c

(−1)deg S+d(~̀,~c)∂̄◦m̃
(~̀,~c)

(si,a)

+
∑

~̀,~c

(−1)deg S+1+d(~̀,~c)m̃
(~̀,~c)

◦∂̄(si,a)

+
∑

~̀=~̀
1∪~̀

2
~c=~c1∪~c2

(−1)d(~̀1,~c1)
(
m̃(~̀1,~c1) ◦ m̃(~̀2,~c2)

)
(si,a)

= (−1)d(~̀,~c)




∑

~̀,~c

(
∂̄m̃(~̀,~c)

)
(si,a)

+
∑

~̀=~̀
1∪~̀

2
~c=~c1∪~c2

(−1)d(~̀2,~c2)
(
m̃(~̀2,~c2) ◦ m̃(~̀1,~c1)

)
(si,a)


 .

(Note that our convention in (7.20) is that we take wedge with b from the right.)
On the other hand, (16.2) implies

(16.15)

∑

~̀,~c

(−1)(d2)(m̃(0,d2) ◦ m̃(0,d1))[si,a|x`(1),`(2);c(1),c(2)|

· · · |x`(k−1),`(k);c(k−1),c(k)]

=
∑

~̀=~̀
1∪~̀

2
~c=~c1∪~c2

(−1)d(~̀2,~c2)
(
m̃

(~̀2,~c2)
◦ m̃

(~̀1,~c1)

)
(si,a).

Theorem γ (+ the sign convention in (7.20)) and (16.15) imply that (16.14) vanishes.
Lemma 16.13 is proved. ¤

We remark that ˆ̄∂ is an O(T2n,Ω)∨ module homomorphism. (∂̄ is an O(T 2n,Ω)∨

module homomorphism and m̃
(~̀,~c)

does not contain derivative and so is an O(T 2n,Ω)∨

module homomorphism.) Thus we are almost done. Namely we obtain a “complex
of O(T 2n,Ω)∨ module sheaf”, which will give an element of Ob

(
D

(
(T 2n,Ω)∨

))
.

However there is one trouble. Namely m̃(~̀,~c) is distribution valued. Hence,

we need to be careful to choose the regularity we assume to associate O(T 2n,Ω)∨

module sheaf to a holomorphic bundle E(Li, αi). Namely if we consider the sheaf



MIRROR SYMMETRY OF ABELIAN VARIETIES AND MULTI-THETA FUNCTIONS 85

of all smooth sections S then m̃
(~̀,~c)

(S) is not smooth and hence ˆ̄∂ does not give a

sheaf homomorphism. On the other hand, if we consider the sheaf of all distribution
valued sections S, then m̃

(~̀,~c)
(S) is not well-defined in general.

To overcome this trouble, we are going to replace m̃
(0,d)
k , (which are singular),

by smooth one. In §§7,8,9, we constructed a family b
(d)
k of integral currents on

L(1, · · · , k) (we use b
(d)
k in place of c

(d)
k since we are using m̃

(0,d)
k in place of m

(0,d)
k .)

b
(d)
k is obtained by solving the equation :

(16.16) db
(d)
k +

∑
(−1)d2b

(d2)
k2

◦b(d1)
k1

= 0,

inductively. We are going to use smooth forms in place of integral currents. First
we take a smooth d form bsmooth(1, 2, 3) for each deg(1, 2, 3) = d. More precisely,
we choose b′

smooth(1, 2, 3) first so that the following is satisfied.

(16.17.1) The support supp (b′
smooth(1, 2, 3)) is contained in

{
[v1, v2, v3] ∈ L(1, 2, 3) | Q[v1, v2, v3] ≥ δ ‖[v1, v2, v3]‖2

}
.

(16.17.2) Let r > 0. Then b′smooth(1, 2, 3) is invariant of [v1, v2, v3] 7→ [rv1, rv2, rv3].
(16.17.3) b′

smooth(1, 2, 3) is smooth outside origin.
(16.17.4) db′

smooth(1, 2, 3) = 0. And c′smooth(1, 2, 3) represent the same element
as csmooth(1, 2, 3) in Hd

DR(S(Q, 1, 2, 3), R)

To remove the singularity at the origin we replace it by bsmooth(1, 2, 3) such that
:

(16.18.1) The support supp (bsmooth(1, 2, 3)) is contained in

{
[v1, v2, v3] ∈ L(1, 2, 3) | Q[v1, v2, v3] ≥ δ ‖[v1, v2, v3]‖2 − C

}
.

for some constant C.
(16.18.2) Let r > 0. Then bsmooth(1, 2, 3) is invariant of [v1, v2, v3] 7→ [rv1, rv2, rv3],
outside a compact set K(1, 2, 3).
(16.18.3) bsmooth(1, 2, 3) is smooth.
(16.18.4) bsmooth(1, 2, 3) − b′

smooth(1, 2, 3) = d (∆b(1, 2, 3)), where ∆b(1, 2, 3) is
supported on K(1, 2, 3).

We next construct bsmooth(1, · · · , k+1) inductively. We can solve (16.16) induc-
tively in the same way as the proof of Theorem α in §7. We then obtain bsmooth(1,
· · · , k +1) which is smooth and satisfies (16.16). Also we may choose it so that the
following is satisfied :

(16.19.1) The support supp (bsmooth(1, · · · , k + 1)) is contained in

{
[v1, · · · , vk+1] ∈ L(1, · · · , k + 1) | Q[1, · · · , k + 1] ≥ δ ‖[1, · · · , k + 1]‖2 − C

}
.

(16.19.2) Let r > 0. Then bsmooth(1, · · · , k + 1) is invariant of [v1, · · · , vk+1] 7→
[rv1, · · · , rvk+1], outside a set K(1, · · · , k + 1). K(1, · · · , k + 1) defined inductively,
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on k, by

K(1, · · · , k + 1) =K0(1, · · · , k + 1)

∪
⋃

1≤`<m≤k+1

K(1, · · · , `,m, · · · , k + 1) × L(`, · · · , m)

∪
⋃

1≤`<m≤k+1

L(1, · · · , `, m, · · · , k + 1) ×K(`, · · · , m),

where K0(1, · · · , k + 1) is compact.

We now use bsmooth(1, · · · , k + 1) in place of c(1, · · · , k + 1) in Definitions 10.3

and 10.7 to obtain m̃
(0,d)
k,smooth. We remark that Axiom I (I.3) was used to show that

m̃
(0,d)
k converges. However we can use (16.19.1) and the exponential decay estimate

to prove that m̃
(0,d)
k,smooth is a (homomorphism bundle valued) smooth d form.

We want to use m̃
(0,d)
k,smooth in place of m̃

(0,d)
k to construct (C(L), ˆ̄∂smooth). However

xi,j;a,b satisfies (16.2) for m̃
(0,d)
k but not for m̃

(0,d)
k,smooth. So we need to replace xi,j;a,b

by x′
i,j;a,b satisfying (16.2) for m̃

(0,d)
k,smooth.

For this purpose, we use the fact that the A∞ structure determined by m̃
(0,d)
k,smooth

is homotopy equivalent to one determined by m̃
(0,d)
k , (Theorem β). Namely in the

same way as the proof of Theorem 11.12, we find h̃
(0,d)
k such that

(16.20) ∂̄h̃
(0,d)
k +

∑

d1+d2=d+1
k1+k2=k+1

± h̃
(0,d2)
k2

◦m̃
(0,d1)
k −

∑

d1+d2=d+1
k1+k2=k+1

±m̃
(0,d1)
k,smooth◦ h̃

(0,d2)
k1

= 0.

(Sign is as in Definition 11.8.) Now we put

(16.21) x′
i,j;a,b =

∑

~̀,~c

h̃k

[
x`(1),`(1);c(2),c(2)| · · · |x`(k),`(k+1);c(k),c(k+1)

)]
.

Then (16.2) and d = 0 case of (16.20) imply

(16.22)
∑

~̀,~c

m̃k,smooth

[
x′

`(1),`(2);c(1),c(2)| · · · |x
′
`(k),`(k+1);c(k),c(k+1)

]
= 0

Hence we can use x′
i,j;a,b and m̃k,smooth to construct (C(L), ˆ̄∂smooth). (We remark

that m̃k,smooth satisfies the Maurer-Cartan equation.) We then take the sheaf of

smooth sections and regard (C(L), ˆ̄∂smooth) as a chain complex of O(T 2n,Ω)∨ module

sheaves. Note that the difference of (C(L), ˆ̄∂smooth) from the direct sum of Dol-
beault complex is degree zero term with smooth coefficient. Hence by usual Fred-

holm theory (elliptic estimate) we find that the cohomology sheaf of (C(L), ˆ̄∂smooth)
is coherent. We now define :

Definition 16.23. E(L) = (C(L), ˆ̄∂smooth).

The proof of Theorem 16.5 and of Theorem φ is complete. ¤
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We turn to the calculation of Ext(E(L(1)), E(L(2))). Here L(k) is as in Theorem
γ. We first consider the case when L(1) consists of a single pair (L0, α0). We put
L(2) = L = (((Li,a(wi,a), αi,a)) , (u(i, a)), (xi,j;a,b)).

We define a chain complex C(L(1), L(2)) as in introduction. Namely we put :

(16.24) C` ((L0, α0), L) =
⊕

HF `−i+u(i,a) ((L0, α0), (Li,a(wi,a), αi,a))

For S = (si,a) ∈ C` ((L0, α0), L), and put

(16.25)

(δS)j,b = ∂sj,b +
∑

~̀,~c

(−1)deg S+d(~̀,~c)m̃k

[
si,a, x`(1),`(2);c(1),c(2)|

· · · |x`(k−1),`(k);c(k−1),c(k)

]
.

Lemma 16.26. δδ = 0.

The proof is a straight forward calculation using A∞ formulae and (16.2). We
omit it.

Theorem γ in this case is as follows :

Proposition 16.27. The cohomology of (C` ((L0, α0), L) , δ) is isomorphic to
Ext(E(L0, α0), E(L)).

Proof. To prove Proposition 16.27, We construct (C` ((L0, α0), L) , δsmooth) by re-
placing m̃k, x`(1),`(2);c(1),c(2), with m̃k,smooth, x′

`(1),`(2);c(1),c(2).

Lemma 16.28. (C` ((L0, α0), L) , δsmooth) is chain homotopy equivalent to
(C` ((L0, α0), L) , δ).

Proof. Let hk satisfy (16.20). We define a homomorphism H : (C` ((L0, α0), L) , δ) →
(C` ((L0, α0), L) , δsmooth) by

H(S)i,a =
∑

~̀,~c

h̃k

[
si,a|x`(1),`(2);c(1),c(2)| · · · |x`(k−1),`(k);c(k−1),c(k)

]
,

where S = (si,a). By using (16.2), (16.20), (16.21) and (16.22), we find that H is a

chain map. Since h̃
(0)
1 is the identity, it follows that H is an isomorphism. Lemma

16.28 follows. ¤

We next define a chain map

(16.29) Ψ : (C∗((L0, α0), L), δsmooth) → (Γ(Hom(E(L0, α0), C(L))), ˆ̄∂smooth).

Here Γ(Hom(E(L0, α0), C(L))) is the vector space of smooth sections of the bundle
Hom(E(L0, α0), C(L)). We put

(16.30)

(ΨS)j,b (v, σ) =
∑

~̀,~c

(−1)d(~̀,~c)+deg S

m̃
(0,d(~̀,~c))
k+1,smooth

[
x0(v, σ)|si,a|x′

`(1),`(1);c(2),c(2),

· · · |x′
`(k−1),`(k);c(k−1),c(k)

]
.

where deg S is the degree as differential form. ¤
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Lemma 16.31. Ψ is a chain map.

Proof. The proof is an easy calculation using A∞ formula, (16.20),(16.20),(16.22). ¤

We now prove that Ψ induces an isomorphism in cohomologies. The proof is
by induction on I (the number of i’s). In case when I = 1, Ψ coincides with
the composition of the map (14.5) and the isomorphism H. Hence Ψ induces an
isomorphism by Theorem 14.16. Let us assume that Ψ induces an isomorphism for
I − 1. We consider the case I = I1 + I2. Let Li≤I1 be the part of L for i ≤ I1 and
Li≥I1+1 be the part of L for i ≥ I1 + 1. Then we have an exact sequence of chain
complexes

0 → (C((L0, α0), Li≥I1+1),
ˆ̄∂) → (C((L0, α0), L), ˆ̄∂)

→ (C((L0, α0), Li≤I1),
ˆ̄∂) → 0.

On the other hand we have an exact sequence

0 → (C∗((L0, α0), Li≥I1+1), δsmooth) → (C∗((L0, α0), L), δsmooth)

→ (C∗((L0, α0), Li≤I1), δsmooth) → 0,

of chain complexes. We compare two long exact sequences obtained from short
exact sequences. Then, the induction hypothesis and five lemma imply that Φ
induces an isomorphism for I. The proof of Proposition 16.27 is complete. ¤

Now we prove Theorem γ in the general case. We put

L(1) =
((

(L′
i,a(w′

i,a), α′
i,a)

)
, (u′(i, a)), (yi,j;a,b)

)
,

L(2) = (((Li,a(wi,a), αi,a)) , (u(i, a)), (xi,j;a,b)) .

We define Ψ : (C(L(1), L(2)), ˆ̄∂) → (C∗(L(1), L(2)), δsmooth) in a similar way to
(16.30). We split

L(1) = L(1)
i≤I1

⊕ L(1)
i≥I1+1.

We have two exact sequences of chain complexes :

0 → (C(L(1)
i≥I1+1, L

(2)), ˆ̄∂) → (C(L(1), L(2)), ˆ̄∂)

→ (C(L(1)
i≤I1

, L(2)), ˆ̄∂) → 0.

0 → (C∗(L(1)
i≥I1+1, L

(2)), δsmooth) → (C∗(L(1), L(2)), δsmooth)

→ (C∗(L(1)
i≤I1

, L(2)), δsmooth) → 0.

Hence we can use induction on the number of components of L(1) and obtain The-
orem γ in general. ¤

We finally give some examples of Theorem 16.5 and briefly explain how it may
be related to Lagrangian surjery.
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Example 16.32. Suppose η(L̃1, L̃2) = 0. We choose

x =
∑

p∈L1(w1)∩L2(w2)

cp[p] ∈ HF 0((L1(w1), α1), (L2(w2), α2))

(L1(w1), α1), (L2(w2), α2), x determine a Lagrangian resolution L. Then E(L) ∈
Ob

(
D

(
(T 2n,Ω)∨

))
is determined by the complex

E(L1(w1), α1)
Φ(x)−→ E(L2(w2), α2).

Example 16.33. (Compare [Pl].) Suppose η(L̃1, L̃2) = 1. We choose an ele-
ment x ∈ HF 1((L1(v1), α1), (L2(v2), α2)). The triple (L1(w1), α1), (L2(w2), α2), x
determine a Lagrangian resolution L. (u(2) = 1.) We have an exact sequence

(16.34) 0 → E(L2(w2), α2) → E(L)[−1] → E(L1(w1), α1) → 0.

which corresponds to x ∈ Ext1(E(L1(w1), α1), E(L2(w2), α2)). To show (16.34) we

consider the operator ˆ̄∂ we used in the proof of Theorem 16.5. We find that

ˆ̄∂(s1, s2) =
(
∂̄s1, ∂̄s2 + m

(1)
2 (s1, x)

)
,

where
si ∈ Λ(0,d) ⊗ E(Li(wi), αi).

Therefore we have an exact sequence

0 →
⊕

d

(
E(L2(w2), α2) ⊗ Λ(0,d)

)
→ C∗(L) →

⊕

d

(
E(L1(w2), α1) ⊗ Λ(0,d)

)
→ 0

where C∗(L) determines the object E(L)[−1]. (16.34) follows.

Example 16.35. Let η∗(L̃1, L̃2) = η∗(L̃3, L̃4) = 1 and η∗(L̃i, L̃j) = 0 for other
i < j. We put u(1) = 0, u(2) = u(3) = 1, u(4) = u(5) = 2, and consider

xij ∈ HF dij ((Li(wi), αi) , (Lj(wj), αj))) ,

where d12 = d34 = 1, d23 = d24 = d13 = d14 = d35 = d45 = 0. Our equation (16.2)
is

(16.36)





m3(x23, x34, x45) ± m2(x24, x45) ± m2(x23, x35) = 0

m4(x12, x23, x34, x45) ± m3(x13, x34, x45) ± m3(x12, x24, x45)

±m2(x13, x35) ± m2(x14, x45) = 0.

They are third and fourth order equations of L1 • L2 + L2 • L3 + L3 • L4 + L4 • L5

+L1 • L3 + L1 • L4 + L2 • L4 + L3 • L5 variables. (The number of equations is
L2 • L5 + L1 • L5.) We have a diagrams of exact sequences :

Diagram 2, 3
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Here Ei = E(Li(wi), αi). The extension of the first line in Diagram 2 is given
by x12. The composition E2 → F → E3 is x23. There exists a lift F → E3 of
x23 since Ext1(E1, E3) = 0. The lift is not unique. The ambiguity is controlled
by x13 ∈ Hom(E1, E3). The extension of the first horizontal line in Diagram 3 is
given by x34 ∈ Ext1(E3, E4) . Note that we can find H as in the second horizontal
line of Diagram 3, since Ext1(F , E4) = 0 . (The extension H such that Diagram
3 commutes is not unique. The ambiguity is controlled by x14 and x24.) The
equations (16.36) give a condition for the map x45 ∈ Hom(E4, E5) to extend to
H → E4. It seems possible but complicated to identify this obstruction as an
element of Hom(E1, E5) ⊕ Hom(E2, E5) . We do not need to do so since we can
construct Diagrams 2,3 directly from

Figure 17

We next describe how Theorems 16.5 is related to the study of Lagrangian sub-
manifolds in tori. We will explain what Examples 16.32 is expected to correspond
in the mirror. We regard L1(w1) ∪ L2(w2) as a singular Lagrangian submani-
fold in (T 2n,Ω). We suppose B = 0 for simplicity. We can perform Lagrangian
surgery at each p ∈ L1(w1) ∩ L2(w2) and obtain a smooth Lagrangian submani-
fold L ⊆ (T 2n, ω). (Figure 16.) (In fact there are two different ways to perform
the Lagrangian surgery. The discussion below is applied to only one of them. See
[FKOOO] Chapter 7.)

Figure 18

In case n = 2, L1(w1) •L2(w2) = 1 , we obtain a genus 2 Lagrangian surface in T 4.
(Flat connections α1, α2 induce a flat connection α on L.)

“Proposition 16.37”. The bundle E(L, α) mirror to (L, α) is equal to E(L) with
cp 6= 0.

We put the proposition in the quote since the rigorous definition of the mir-
ror bundle is not given in this paper. We explain an argument which justify the
proposition. Let (v, σ) ∈ (T 2n,Ω)∨. The fiber E(L)(v,σ) is a cohomology of the
complex

(16.38) HF ((Lpt(v), σ), (L1(w1), α1))
m2(•,x)−→ HF ((Lpt(v), σ), (L2(w2), α2))

We remark that the isomorphism class of the complex (16.38) is independent of cp

as far as it is nonzero.
On the other hand, the fiber E(L, α)(v,σ) is expected to be isomorphic to the

Floer homology HF 0((Lpt(v), σ), (L, α)). Floers chain complex to calculate it is
(as graded abelian group) :

(16.39)

CF ((Lpt(v), σ), (L, α))

=
⊕

p∈Lpt(σ)∩L

Hom (L(σ)p,L(α)p)

∼= Hom (L(σ)x,L(α1)x) ⊕ Hom (L(σ)y,L(α2)y)

∼= HF ((Lpt,σ), (L1, α1)) ⊕ HF ((Lpt,σ), (L2, α2)) .
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Floer’s boundary operator of CF ((Lpt(v), σ), (L, α)) is obtained by counting the
number of holomorphic 2 gons bounding Lpt(v) and L. As we can guess from Figure
18, and is proved in [FKOOO] Chapter 7, such 2 gon will become a holomorphic
triangle used in the definition of m2. Thus we find that the boundary operator in
(16.38) and the map in (16.39) coincides. It “implies”

(16.40) E(L)(v,σ)
∼= E(L, α)(v,σ).

We finally remark that there is one important point of view which is not studied
in this paper. That is, in this paper, we fix Ω and regard mk as a function on
Abelian variety. In the theory of theta function, it is more important to regard it
as a function of Ω (the moduli parameter of Abelian variety). This point of view is
important also for Mirror symmetry. Note that we can generalize the equation

(16.41) ∂̄m̃
(0,d)
k +

∑
(−1)d2m̃

(0,d2)
k2

◦m̃(0,d1)
k1

= 0

so that ∂̄ include derivative with respect to Ω. (Ω moves on the space {Ω|L̃i|Ω =
0, i = 1, · · · , k + 1}.) In the case when d = 0 and the case when the image of
the wall is compact in T 2n, (16.41) can be regarded as an equation to control wall
crossing of our multi theta function m̃k. (Here we regard it as a function of Ω.)
The wall crossing studied in [Bo], [GZ] seems to be more directly related to it. We
leave systematic study of multi theta function as a function of Ω, as a target of the
future research.



92 KENJI FUKAYA

References

[ASKZ] M. Alexandrov, A. Schwarz, M. Kontsevich and O. Zaboronsky, The geometry of the

master equation and topological quantum field theory, Intern. J. Modern Phys. A 12

(1997), 1405 - 1429.

[BK] S. Baranikov and M. Kontsevich, Frobenius manifolds and formality of Lie algebras of

polyvector fields, Internat. Math. Res. Notices 4 (1998), 201 - 215.

[BBS] K.Becker, M.Becker, and A.Strominger, Fivebranes Membranes and Non-perturbative

String theory, hep-th/9507158 (1995).

[BF] K. Behrend and B. Fantechi, The instrinsic normal cone, Invent. Math 128 (1997), 45
- 88.

[BDGP] G. Bini, C. De Concini, M. Polito, and C. Procesi, On the work of Givental relative to

mirror symmetry, math.AG/9805097.

[Bo] R. Borcherds, Automorphic forms with singularities on Grassmannians, Invent. Math.

132 (1998), 491-562.

[CODP] P. Candelas., X. de.la Ossa, P. Green, and L.Parks, A pair of Calabi-Yau manifolds as

an exactly soluble superconformal field theory, Nuclear Physics B.359 (1991), 21.

[Ch] Y. Chekanov, Lagrangian tori in a symplectic vector space and global symplectomor-

phisms, Math. Z. 223 (1996), 547–559.

[Do1] S. Donaldson, Irrationality and h-cobordism conjecture, J. Diff. Geom. 26 (1986), 275
- 297.

[Do2] S. Donaldson, A Lecture at University of Warwick. (1992).

[Fl] A. Floer, Morse theory for Lagrangian intersectoins, J. Diff. Geom. 28 (1988), 513 -

547.

[Fu1] K. Fukaya, Morse homotopy, A∞-categories, and Floer homologies, Proc. of the 1993

Garc Workshop on Geometry and Topology (H. J. Kim, ed.); Lecture Notes series,

vol. 18, Seoul Nat. Univ., Seoul, 1993, p. 1 - 102; (http://www.kusm.kyoto-u.ac.jp/∼fukaya/

fukaya.html).

[Fu2] K. Fukaya, Morse homotopy and its quantization, Geometry and Topology (W. Kazez,

ed.), International Press, Hong-Kong, 1997, pp. 409 - 440.
[Fu3] K. Fukaya, Floer homology of connected sum of homology 3-spheres, Topology 35

(1996), 89 - 136.

[Fu4] K. Fukaya, Floer homology for 3-manifolds with boundary I, preprint, never to appear;

(http://www.kusm.kyoto-u.ac.jp/∼fukaya/fukaya.html) (1997).

[Fu5] K. Fukaya, Floer homology of Lagrangian foliations and noncommutative mirror sym-

metry, preprint; (http://www.kusm.kyoto-u.ac.jp/∼fukaya/fukaya.html) (1998).

[Fu6] K. Fukaya, Floer homology and mirror symmetry I, preprint (1999).

[Fu7] K. Fukaya, Floer homology and mirror symmetry II, in preparation.

[FKOOO] K. Fukaya, M. Kontsevitch, Y. Oh, H.Ohta and K.Ono, Langrangian intersection Floer

theory -anomaly and obstruction-, in preparation.

[FOh] K. Fukaya and Y. Oh, Zero-loop open strings in the cotangent bundle and Morse

homotopy, Asian J. Math 1 (1997), 99 - 180.
[FOn1] K. Fukaya, K. Ono, Arnold conjecture and Gromov-Witten invariants for general sym-

plectic manifolds, Fields Institute Communications 24 (1999), 173 - 190.

[FOn2] K. Fukaya, K. Ono, Arnold conjecture and Gromov-Witten invariants, Topology 38

(1999), 933 - 1048.

[GJ] E. Getzler and J. Jones, A∞ algebra and cyclic bar complex, Illinois J. Math. 34 (1990),

256 - 283.

[Gi] A. Givental, Equivariant Gromov-Witten invariants, International Mathematics Re-

search Notices 131 (1996), 616 - 663.

[Gr] M. Gromov, Pseudoholomorphic curves in symplectic geometry, Invent. Math. 82

(1985), 307 - 347.

[GW] M. Gross and P. Wilson, Mirror Symmetry via 3-tori for a Class of Calabi-Yau Three-
folds., alg-geom/9608004.
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